MECHANICAL
ENGINEERING

MALLWHCKO
WHKEHEPCTBO

UDC 621
CODEN: MINSC5
ISSN 1857 — 5293

SCIENTIFIC
JOURNAL

HAYYHO
CNUCAHUE

Volume 31
Number 1-2

Skopie, 2013



Mech. Eng. Sci. J. Vol. No. Pp. Skopje
Mauw. uHx. Hayuy. criuc. loa. Bpoj cTp. Ckonje
MECHANICAL ENGINEERING - SCIENTIFIC JOURNAL
MALUUHCKO UHXXEHEPCTBO - HAYYHO CNMUCAHUE
Published by
Faculty of Mechanical Engineering, Ss. Cyril and Methodius University in Skopje, R. Macedonia
W3pasa

MawuwmHckm cpakynteT, YHuBepautet ,CB. Kupun u Metoau” Bo Ckonje, Penybnuka MakegoHuja

Published twice yearly — N3nerysa aBa nati roguLiHO

INTERNATIONAL EDITORIAL BOARD - MEI'YHAPOLOEH YPEQYBAYKU OIEOP

Slave Armenski (Faculty of Mechanical Engineering, Ss. Cyril and Methodius University in Skopje, Skopje, R.
Macedonia), Aleksandar Gaji¢ (Faculty of Mechanical Engineering, University of Belgrade, Belgrade, Serbia),
Cedomir Duboka (Faculty of Mechanical Engineering, University of Belgrade, Belgrade, Serbia), Maslina Daru$
(Faculty of Science and Technology, University Kebangsaan Malaysia, Bangi, Malaysia), Robert Minovski (Faculty of
Mechanical Engineering, Ss. Cyril and Methodius University in Skopje, Skopje, R. Macedonia), Wilfried Sihn (Institute
of Management Science, Vienna University of Technology, Vienna, Austria), lvan Juraga (Faculty of Mechanical
Engineering and Naval Architecture, University of Zagreb, Zagreb, Croatia), Janez Kramberger (Faculty of Mechanical
Enginnering, University of Maribor, Maribor, Slovenia), Karl Kuzman (Faculty of Mechanical Engineering, University of
Ljubljana, Ljubljana, Slovenia), Clarisse Molad (University of Phoenix, Phoenix, Arizona, USA), Todor Neshkov
(Faculty of Mechanical Engineering, Technical University of Sofia, Sofia, Bulgaria), Zlatko Petreski (Faculty of
Mechanical Engineering, Ss. Cyril and Methodius University in Skopje, Skopje, R. Macedonia), Miroslav Plan€ak
(Faculty of Technical Sciences, University of Novi Sad, Novi Sad, Serbia), Remon Pop-lliev (Faculty of Engineering and
Applied Science, University of Ontario Institute of Technology, Oshawa, Ontario, Canada), Predrag Popovski (Faculty
of Mechanical Engineering, Ss. Cyril and Methodius University in Skopje, Skopje, R. Macedonia), Dobre Runéev
(Faculty of Mechanical Engineering, Ss. Cyril and Methodius University" in Skopje, Skopje, R. Macedonia),
Aleksandar Sedmak (Faculty of Mechanical Engineering, University of Belgrade, Belgrade, Serbia), llija Cosié (Faculty
of Technical Sciences, University of Novi Sad, Novi Sad, Serbia), Rolf Steinhilper (Faculty of Engineering Science,
University of Bayreuth, Bayreuth, Germany)

Editor in Chief
Assoc. Prof. Igor Burkov, Ph.D

Co-editor in Chief
Assoc. Prof. Darko Danev, Ph.D

Ass. Prof. Dame Dimitrovski, Ph.D., secretary

Technical editor managing
Blagoja Bogatinoski

Lectors
Georgi Georgievski (Macedonian)

Proof-reader
Alena Georgievska

UDC: "St. Kliment Ohridski" Library — Skopje

Copies: 300
Price: 520 denars

Address

Faculty of Mechanical Engineering
(Mechanical Engineering — Scientific Journal)
Editor in Chief

P.O.Box 464

MK-1001 Skopje, Republic of Macedonia

OnrosopeH ypeaHuk
BoH. npodp. a-p. Urop IN'ypkoe

3amMeHuK 0AroBopeH ypeaHuk
BOH. npodp. a-p. dapko [laHeB

Dou. a-p Jame OuMUTPOBCKM, CekpeTap

TexHUYKM ypeaHuK
Bnaroja BoratuHocku

JlekTypa
Feopru NeoprueBckn (MakeaoOHCKM)

KopekTop
AneHa NeoprneBcka

YIOK: HYB ,Cs.. KnumeHT Oxpuacku“ — Ckonje

Tupax: 300
LleHa: 520 pneHapwm

Anpeca

MawwuHckn dakyntet

(MaLMHCKO MHXEHEepPCTBO — HAay4YHO CnncaHue)
OprosopeH ypeaHuk

nowT. cpax 464

MK-1001 Ckonje, Penybnuka MakegoHuja

Mech. Eng. Sci. J. is indexed/abstracted in INIS (International Nuclear Information System)
www.mf.ukim.edu.mk



MECHANICAL ENGINEERING - SCIENTIFIC JOURNAL
FACULTY OF MECHANICAL ENGINEERING, SKOPJE, REPUBLIC OF MACEDONIA

MALLUUHCKO UHXEHEPCTBO - HAYYHO CMMMCAHUE
MALUMHCKU ®AKYNTET, CKOMNJE, PENYBJIMKA MAKEAOHUJA

Mech. Eng. Sci. J. Vol. No. pp. Skopje
31| 1-2| 1-112 2013
Mauw. uHx. Hayuy. criuc. loa. Bpoj cTp. Ckonje
TABLE OF CONTENTS

(COOPXUHA)

434 - Zoran Bogatinoski, Bojana Trajanoska, Gabriela Arsova-MiloSevska
Rigid and semi-rigid steel beam-column connections
(KpyTn 1 nonyKkpyTV YenUYHM BPCKN HA CTONO HOCAU) ..cooiiiiiiiiieieaee e et a e 3-12

435 — Filip Zdraveski, Dimitri Kozinakov
Analysis of stability of point-supported-glass wall systems under wind load
(AHannsa Ha cTabunHocTa Ha cTakneHu pacaam Co NoTNMpaHe BO TOYKa
MO, AEJCTBOTO HA CUNUTE O BETEP) .errruuunieeeeieetiiinaasaeaeeserrstnnaaeeaeesesssnnnaaseeseeessnnnnns 13-18

436 — Jelena Micevska
Research trends in the field of industrial design engineering
(AKTyenHu uctpaxysara BO obracta Ha MHXEHEePCKUOT UHAYCTPUCKN AN3AjH)............. 19-24

437 — Simona Tasevska, Sofija Sidorenko
Engineering analyses of bionics structures of componible modules
(MHXeHepckn aHanmam Ha OMOHMYKIN CTPYKTYPY O, COCTaBNMBU MOLYIIN) .........ccvvvveen.. 25-32

438 — Tashko Rizov, Risto Tashevski
Geo-based systems in augmented reality
(Cuctemun 6asmpaHu Ha reorpadpCcko NO3NLMOHMPaHE BO ayrMEHTHaTa peanHocT)....... 33-40

439 - lle Mircéeski, Tatjana Kandikjan, Sofija Sidorenko, Petar Simonovski
Comfort analysis of driver’s seat for passenger car through simulation of the sitting
process
(AHanusa Ha ygobHocTa Ha BO3a4KOTO ceaumilTe 3a NaTHUYKM aBTOMOGUN
CO CMMYyIaLmja Ha NMPOLECOT HA CELEHSE) ..cvvruuuuiieeeeeeeittiiiaaeeeeeeeeeattiaaaeeeaeeeeanraaaeaeaeaes 41-51

440 - Viktor lliev, Predrag Popovski, Zoran Markov
Water hammer analysis using characteristics method and numerical simulation
(AHanusa Ha xuapaynuyeH yaap co NnpMMeHa Ha MeTOAOT Ha KapaKTepUCTUKK
N HYMEPUYKA CUMYTTALIMJ) ..eeeiieeeeiiiiiteeeeeaa e e e e ettt ee e e e e e e e s anmnetee e e e e e e e e e s annnnnnneeeaaeeeeaannnes 53-62

441 — Igor Seso, Done Tasevski
Developing simulation application using graphical programing language
for optimization of solar collector position
(Pa3Boj Ha cnmynaunoHeHa nporpamMa 3a onTuMmM3saumja Ha nocTaBeHocTa
Ha COHYEB KOMEKTOP CO KOPUCTEHE HA rpadhNyKM MPOrPaMCKN jasuK)........eeeeeeeeeenernnnn. 63-75



442 - Gordana Popsimonova, Biljana Ristovska, Dame Dimitrovski, Goce Georgievski
Greenhouse production in Macedonia — challenges and opportunities
(CraknapHuyko npon3BoacTBO BO MakeaoHWja — Npean3BuLmn U MOXKHOCTH) ................. 77-84

443 - Vase Jordanoska, Radmil Polenakovi¢
Franchising as a form for starting a small business — presence and opportunities
for development in Republic of Macedonia
(PpaHwm3aTa kako 06MK 3a 3anoYHyBake Man GU3HUC — 3aCTaNEHOCT U MOXKHOCTU
3a pa3Boj BO Penybrivka MaKeOOHU|A) ........ccuvuueeiiiieeiieiiicee et 85-89

444 - Bojan Prangoski
A review of some recent results about Laplace transform and convolution
of ultradistributions
(Mpernepn Ha HEKOM HeoO4aMHeLUHM pe3ynTaTu 3a JlannacoBaTta TpaHcdopmauuja
N KOHBOIYLMj@ HA YNTPAANCTPUOYLIMN) ...eeeeiiieeiiiiiiitieee e e e e e ettt e e e e e e e e e e e e e e e 91-97

445 — Marjan Dzidrov, Viktor Gavriloski, Jovana Jovanova
Vibration based fault detection techniques for mechanical structures
(TexHUKM Ha geTekumja Ha rpeLlKkn BO MeXaHU4kuTe CTpyKTypu 6asmpanu
HA @HASN3a HA BUBPALIMMTE) ..uuuieeiiieiiiieee e e e e e ettt e e e e e e e et e e e e e e e e e e s aaa e e e e e eeeesennanns 99-105

446 — Nikola Avramov, Petar Simonovski
Finite element analysis of an accident severity according to the european standard
EN1317
(AHannsa Ha ronemuHaTta Ha coobpakajHaTa Hecpeka cnope cTaHgapaoT
EN1317 co nomoLl Ha METOA Ha KOHEYHM ENTEMEHTU) ..coouiiiiiiiiieeaaeeeaaiiiieneeaaaae e e 107-110

INSLrUCLIONS fOr QUENOI'S ... ..o 111-112



Mechanical Engineering — Scientific Journal, Vol. 31, No. 1-2, pp. 3—12 (2013)

CODEN: MINSCS - 434
Received: October 1, 2013
Accepted: November 18, 2013

SN 1857-5293
UDK: 621.791.725.05-034.14

Original scientific paper

RIGID AND SEMI-RIGID STEEL BEAM-COLUMN CONNECTIONS
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Abstract: In this paper a theoretical and experimental research of the steel beam-column connec-
tions is presented. Eight types of specimens were being researched, composed of rigid and semi-rigid con-
nections from which 4 connections are with IPE-profile and 4 connections with tube's section for the
beam. From the numerical analysis of the researched models, and especially from the experimental re-
search in the Laboratory for Structures in the Faculty of Mechanical Engineering — Skopje, specific con-
clusions were received that are ought to have theoretical and practical usage for researchers in this area of
interest.

Key words: rigid and semi-rigid connections; beam-column connections; design (structural design);
bending moment; rotation; plastic hinge; collaps

KPYTHU U TIOJYKPYTH YEJINYHHU BPCKH HA CTOJIb HOCAY

AmncTpakT: Bo 0BOj TPy € MPETCTaBeHO TEOPETCKO U EKCIIEPUMEHTAIHO UCTPaXyBatbe Ha YSIMYHH BPCKU
Ha cTo6 Hocau. McrutyBaHu ce ocyM pa3iIMYHU MOJEINH, COCTAaBEHU O]l KPYTH H MOIYKPYTH BPCKH, O]l KOU YETHPU
ce usBeneHu co IPE-npoduiu 3a HocawoT, a ApyruTe 4eTHpH NPoduII co 1eBKacT npecek. Ox HyMepHUKaTa aHaJU-
3a Ha MCIHUTYBaHUTE MOJEIH U O] eKCIIEPUMEHTAIHUTE TeCTHpama U3BPIICHN BO JIAOOpaTopHjaTa 3a KOHCTPYKIUN
Ha MammHcknoT ¢axynrer Bo CKollje, N3BEICHHU ce CIENU(IIHN 3aKITydOoll KOM MMaaT TEOPETCKO W IPAKTUIHO
3HAUCHE 33 HCTPaKyBadUTe BO OBa Iopadje.

Knyunn 360poBu: KpyTH 1 ITOIYKPYTH BPCKH; BPCKU Ha CTOJIO HOCAY: AM3ajH; MOMEHT Ha CBUTKYBAaIhC; POTAIN]ja;
TUIACTHYEH 317100; KOJIAIC Ha CTPyKTypara

1. INTRODUCTION

With the beginning of the third Millennium as
the traffic and population increased, so did the
need for buildings and motorway structures. The
building land in the centers of the big towns be-
came tight and its price increased. In the same time
the “highest buildings” became an aspiration and
prestige of the structural designers. Consequently
the use of multi-storey composite structures (steel
columns, steel beams, and reinforced concrete
slabs) became a necessity. The multi-storey com-
posite structure is used for different types of build-

ings such as office buildings, bank buildings, in-
dustrial buildings, public buildings, high-rise park-
ing buildings, etc. These kinds of buildings are
built all around the world, mainly in the highly
developed countries depicting their financial and
technical power.

The safety and function expressed through the
control of the mass, stiffness, strength, and ductil-
ity at the structural design of the multi-storey com-
posite structures, and mostly of the connections of
the elements exposed under cyclic-horizontal load-
ing (such is earthquake, wind loading) recognize in
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combination with other loadings is of highest pri-
ority for this kind of structures (buildings).

See Figs. 1-3: Multi-storey structures (admin-
istrative and residential buildings).

==

Fig. 3. "GTC" in center of Skopje (under construction)

The behavior of the beam-column connec-
tions in the multi-storey frame structures (MSFS)
is viewed as a whole and it’s in the direct correla-

tion and dependence with the behavior of their
main constructive fundamental elements (steel
beams, columns and the elements for their connec-
tion). In other words, the way the beams, the col-
umns and their elements of connection behave, that
way the MSFS behaves, i.e. the connection be-
tween the steel beams with the steel column [2].

The behavior of the beam-column connection
in the MSFS depends mostly from their construc-
tive solution. However, dominant in this paper is
the research of new or modified constructive solu-
tions of the connections, and all with the purpose
of improvement their loading in the conditions in
real external loadings. Some constructive solutions
can be controlled by the dissipation of energy,
meaning, can be controlled by the stress and de-
formational distribution in the sections of the ele-
ments of the MSFS, i.e. the constructive solution in
the connection directly influences the appearance
of the plastic hinges in some of the sections of the
elements, when their loading is exhausted.[3]

2. DESIGN CRITERIA FOR CONTROLLED
DAMAGES AND COLLAPSE
FOR BEAM-COLUMN CONNECTIONS

In the numerical modeling of the beam-
column connection the demands of the new codes
[1] are incorporated, which is the well-known con-
cept of the seismic resistant structures that pro-
poses development of plastic hinges in the beams,
and rarely in the part of the columns. Conse-
quently, the size of the statically influence that dic-
tates the order of the plastic hinge appearance
should be taken under consideration, i.e. column
bending strength should be larger then beam bend-
ing strength. As a result, for each beam-column
connection the following equation should be satis-
fied [2]:

ZMR,C >ZMR,b (1)

where ZMp . is a sum of existent bending moments
in the column, and M3, is a sum of existent bend-
ing moments of the beams in the connection point.

With the alternative of the mechanism of col-
lapse (the order of the element’s plastification) and
generally the mechanism of energy dissipation,
two different approaching exist:

— The first approach is based on the contribu-
tion of the panel-zone in the energy dissipation
with the purpose of its reduction and also accepting

Mech. Eng. Sci. J., 31 (1-2), 3-12 (2013)
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a part of the plastic deformations, without exclud-
ing the contribution of the columns and the beams.
— The second approach excludes the panel
zone into the energy dissipation. As a result, in this
case, the end parts of the beam should accept the
plastic deformations. Accordingly, the beam-
column connection should be specified in detail.

Design of beam-column connection without
the contribution of the panel-zone
into the energy dissipation

Supposing that the shearing stress is
equally distributed in the panel-zone (part of the
web of the column between the two beams) shear-
ing stress developed in the panel-zone is presented
as follows:

r ZL 2)
? (dC—Z-tC/.)-tp’

where V), is a shearing force into the panel-zone at
the steel beam-column connection.

.M,
V,= -V, 3)
(d,-1,)

In the beam-column composite connection V),
is a shearing force in the columns designed through
the assumption that the zero-moment is located
into the middle part of the column section.

oo M My @
(db_tbf) db

Consequently, taking into consideration the
balance of XM, = XM, the result is as follows:

d,—t
y, = -[1— ; ’*’], (5)
(d,-1,) \ H-d,
the middle stress of shearing in the panel-zone is as
follows:

_ DM, [y d—ty
Tp_tp,(dc_z.td).(db_tbf) 1 H—db (6)

3. TYPES OF RESEARCHED MODELS —
NUMERICAL DESIGN

For numerical design of the nonlinear answer
of the 8 types of models (SP1, SP2, SP3, SP4, SP5,
SP6, SP7 and SP8) were used nonlinear programs
DRAIN-2DX and ANSYS Workbench [5].

Mauw. unone. nayu. ciuc., 31 (1-2), 3-12 (2013)

SP1 MODEL (Fig. 4) is a modification of the
standard and most commonly used rigid beam-
column connection with end-plate welded with
fillet welds at the end of the beam. The modifica-
tion used consists of additional triangular webs at
the end of the beam that are welded to its upper
and lower level with the end-plate, so that the stiff-
ness in the end of the beam is enhanced, as the
loads of the welded beam-column connection of
the plate [2, 3]. This is the hot rotated beam (ac-
cording to DIN1025) IPE200 [4], with height
h =200 mm, width of the level » = 100 mm, thick-
ness of the web #, = s = 5.6 mm, and thickness of
the levels t,=¢ =8.5 mm. The material of the
beam is S275. JO + M according to EN10025-
2/2004 with the following mechanical characteris-
tics:

Jy = or=ReH =338 MPa,

fu=0m=Rm=464 MPa, A =33.1% [5].

The connection between the steel beams (de-
signed by the wvalid standards MKS (JUS)
U.E7.140 correlated with EC3) was realized by the
modified beam-column connection using end-plate
connection that was welded to the end of the beam.
At the end-plate 2 holes were made (d = 17 mm),
deployed in 4 rows, total 8 holes in one plate, i.e.
on one beam-column connection. For connecting
the beams through the end-plates with the columns,
high valued bolts M16 class 10.9 were used, pre-
tensioned with the right moment (M, =253 Nm).

R

Fig. 4. The stress distribution in SP1 model

In Figure 4 the stress distribution is shown
and it is clearly visible that the influence of the
welded triangular webs is big, i.e. the maximal
stress is moved from the end-plate through the
middle of the beam i.e. from the end of the beam to
the top of the triangular webs. In the place where
the maximal stress is in the pressed layer is ex-
pected the appearance of the plastic hinge because
of the stability problem of lateral buckling [MKS
(JUS) U.E7.101 — for calculating the lateral buck-
ling in the beam]; or the appearance of the stability
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problem of the buckling in the pressed part of the
web of the beam (MKS (JUS) U.E7.121- for cal-
culating the buckling of plates) [1].

SP2 MODEL (Fig. 5) is a designed rigid
beam-column connection with end-plate welded
with angular welds to the end of the beam. Same as
the previous, in this connection 2 triangular webs
are used at the end of the beam that are welded to
the upper and the lower part of the tubular beam
with the end-plate, so that the stiffness of the end
of the beam is enhanced, as the loading of the
welded beam-column connection in the plate. The
beam in the SP2 model is a hot shaped hollow pro-
file with rectangular cross-section (according to
DIN59411, JUS C.B5.213) [] 200.100.5, with
height 2 =200 mm, width of the level 5= 100 mm,
thickness of the walls in the section t = s = 5 mm.
The material of the beam is S355J2H according to
EN10219-1/2006/EN10021 with the following me-
chanical characteristics: f, = or = ReH = 437 MPa,
fu= 0,,=Rm =554 MPa, A =24.8 %.

Fig. 5. The stress distribution in SP2 model

Our valid standards MKS (JUS) U.E7.140 (in
correlation with EC3) were used for the design of
the beam, adapted for the shape of the beam. Here,
same as the previous model, end-plate connection
is used with an end-plate that has a bigger height
than the one of the SP1 model, as a result to the
specific shape of the beam (rectangular cross-
section), also welded to the end of the beam. At the
beginning, on the plate were made 2 holes (d = 17
mm), deployed in 4 rows. That is total 8 holes on
one plate i.e. on one beam-column connection for
connecting the beams through the end-plates with
the columns (on the column levels were made
holes with the same schedule and number as the
end-plates), with bolts M 16 class 10.9.

In Figure 6 the stress distribution is shown
and the influence of the welded triangular webs.
The maximal stress is moved from the end-plate to
the middle of the beam, i.e. at the end of the beam
to the top of the lower triangular web [1].

SP3 MODEL (Fig. 6) is a designed rigid
beam-column connection with an ending joint that
is welded to the dismantling connection on the
beam with the column. The joint is made by weld-
ing 3 separate plates under an angel of 90° to the
background end-plate, where holes are made for
the connection with the beam and the connection
with the column. The design of the joint is made so
that its loading is bigger than the loading at the end
of the beam so that the reallocating of the eventual
plastic hinge will be on a bigger distance from the
column, different from the previous 2 analyzed
models. The loading of the joint depends from: W,
— section modulus receiving the bending moment,
A, —surface of the web receiving the cutting
(shearing) and the mechanical characteristics of
the adopted material.

Holes are made on the beam IPE200, i.e. 2 in
the levels and 3 on the web, total 7 bolts for the
connections on the beam with the joint. For bigger
beams, the number of bolts in the levels and webs
can increase. Important for the design of this
model is the loading of the bolts in the levels
which are different from the ones for the connec-
tion of the joint with the column and are mainly
undertake cutting. Depending from their projected
loading in correlation with the loading of the joint
and the loading of the beam, the schedule of the
collapse of elements that are contained in the con-
nection can be directed, i.e. can be predicted the
mechanism of collapse. With the model SP3 is
needed precision during the construction of the
joint and making holes for the bolts on the joint
and the end of the beam, same as the setting
schedule of the bolts during the construction of the
beam.

Fig. 6. The stress distribution in SP3 model

In this model the maximal stress, appears in
the horizontal angular welds of the joint, but these,
same as the elements of the joint, are designed with
bigger static sizes at the end of the beam, so that
they are not a danger for connection collapse.
Relatively smaller are the stresses, but still big

Mech. Eng. Sci. J., 31 (1-2), 3-12 (2013)
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enough in the place of the connection in the levels
of the beam, with the joint, same as the connection
between the web and the vertical web in the joint.
The forces from the bending moment in the end of
the beam are expected to cause stretching in the
tensioned level and an eventual buckling in the
pressed level, if appeasement does not occur in the
leveled screws that are exposed to cutting (shear-
ing). The further development can go into a direc-
tion of defining the exact correlations of the geo-
metrical and static characteristics at the end of the
beam, the number and the diameter of the means of
connection (bolts) and the dimensions of the joint,
everything in manner of getting a controlled col-
lapse mechanism of the connection [1].

SP4 MODEL (Fig. 7) is a designed rigid
beam-column connection. The connection of the
beam (IPE200) with the column is made only by
the levels of the beam, through before made joints,
one for each one of the levels of the beam. The
joints can be made from hot rolled or welded L-
profiles depending from the needed thickness, with
welded triangular web in the middle of its
strengthening. The connection of the joint with the
level of the beam is made with 4 bolts, or total of 8
bolts on the two of the levels of the beam. The
joints are design so that their loading is bigger than
the loading in the end of the beam and the eventual
collapse would be made in the assets for the con-
nection of the joints with the beams. The connec-
tion in each of the joints with the column is made
with 4 high valued bolts class 10.9, strained at the
desirable moment. These bolts are designed so that
they mustn’t release during the most extreme load-
ings in the connections, i.e. the collapse of the con-
nection would take place in the end of the beam, in
the joint, in the assets for the connection between
the beam and the joint, but not in the following
elements.

Fig. 7. The stress distribution in SP4 model
In the SP4 model the maximal stress appears
in the vertical angular welds on the joint and in the

levels in the beam in the place of the connection
with the joint. Because the joint (same as in the

Mauw. unone. nayu. ciuc., 31 (1-2), 3-12 (2013)

SP3 model and the rest of the models where a joint
is used) is designed with big static sizes in the end
of the beam, the maximal stress don’t represent a
danger for collapse of the connection. The forces
from the bending moment in the end of the beam is
expected to cause stretching in the tightened level
and an eventual buckling in the pressed level, if
before didn’t come to appeasement in the leveled
screws that are exposed to cutting (shearing). In
this model, different from the previous SP3 model,
this influence is emphasized as a result to the con-
nection that was made only through the levels of
the beam, and not through the web that was the
case in the SP3 model [1].

SP5 MODEL (Fig. 8) is a designed rigid
beam-column connection. The connection between
the beam (200.100.5) and the column is realized
through 2 already prepared and welded horizontal
plates to the end of the upper and the lower part of
the beam that are additionally strengthened with 2
vertical webs. On the plates are made holes to-
gether with the holes on the already made joints.
The dimensions of the joints are same as the ones
in the SP4 model, however in this model are used
exterior (the furthest) holes on the joints for the
connection with the horizontal plates at the end of
the beams; the joints can be made from hot rolled
or welded L-profiles depending on the needed
thickness, with a welded triangular web in the
middle of its strengthening. The connection be-
tween the joint and the plates that are in the end of
the beam is made with 4 bolts, or total of the 8
bolts for one beam. The joints are designed so that
their loading is bigger than the loading of the beam
and the eventual collapse would happen in the as-
sets for the connection between the joints and the
beams after some plastic deformations in the end
of the beams. The connection between every joint
and column is made with 4 high valued bolts class
10.9, strained at the desirable moment. These bolts
are designed so that they mustn’t release during the
most extreme loadings in the connections i.e. the
collapse of the connection would take place in the
end of the beam, in the joint.

Fig. 8. The stress distribution in SP5 model
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The forces from the bending moment in the
end of the beam is expected to cause stretching in
the tightened level and an eventual buckling in the
pressed level, if before didn’t come to appease-
ment in the leveled bolts that are exposed to cut-
ting (shearing). In this model this influence is em-
phasized as a result to the connection that was
made only through the levels of the beam, and not
through the web that was the case in the SP3
model [1].

SP6 MODEL (Fig. 9) is a designed semi-
rigid beam-column connection. The connection
between the beam and the column is made only
through the web in the beam (3 bolts) and the final
welded joint. The welded T-joint is dismantling
connected with the column with total of 4 high
valued bolts 10.9. The joint is made by welding the
2 plates under and angle of 90°, where already
were made holes for the connection with the web
of the beam and the connection with the column.
The design of the joint is made so that its loading
is big enough so that the eventual collapse would
appear in the end of the beam, i.e. the beam-
column connection. On the beam IPE200 are made
3 holes on the web for the T-joint. For bigger
beams, the number of bolts on the web can in-
crease.

Fig. 9. The stress distribution in SP6 model

In the SP6 model the maximal stress, appears
in the web of the beam to the final (upper and
lower) screws and accordingly to the vertical
welded plate of the joint. Because of this, the joint
and its vertical plate which binds the beam, is de-
signed with bigger static characteristics. The col-
lapse of the connection is expected in the web of
the beam as the result of the stretching and cutting
the part of the web next to the hole in the upper
bolts or as a result to the cutting of one of the ex-
ternal (upper or lower) bolts [1].

SP7 MODEL (Fig. 10) is a designed semi-
rigid beam-column connection. The connection
between the beam and the column is made through

the temporary end of the beam and the final
welded T-joint with the help of total 3 bolts. The
welded T-joint is dismantling connected to the col-
umn with a total of 4 high valued bolts class 10.9.
The joint is made by welding the 2 plates under an
angle of 90°, where already were made holes for
the connection in the web of the beam and the
connection with the column. The design of the
joint is made so that its loading is big enough that
the eventual collapse would appear at the end of
the beam, i.e. the beam-column connection. On
the beam ([] 200) a steel plate is welded with
transverse web on which are made 3 holes for the
connection with the T-joint. For bigger beams, the
number of bolts on the web can increase.

This design of the connection would be an an-
swer to the previous model (SP6) in case where for
the beams a rectangular hollow section would be
used instead of an open I-section. This is a quash-
ing connection because it takes a specific bending
moment followed by movements. The eventual
collapse would appear firstly in some of the ending
bolts that are the most loaded and where a super-
imposition of the cutting forces emerges from the
transversal shearing force and the forces from the
receiving bending moment.

Fig. 10. The stress distribution in SP7 model

In the model, the maximal stress appears in
the web of the beam, next to the holes for the
screws and accordingly to the vertical welded plate
of the joint. Also, big stress appears in the welds
from the joint same as in the end of the beam and
it’s upper and lower part next to the welded plate.
Because the joint, and by this its upper vertical
plate by which the beam is tied, is designed with
bigger static characteristics from the prepared end
of the beam. The collapse of the connection is ex-
pected in the part of the beam as a result of the
stretching and cutting of the vertical part of the
plate next to the hole in the upper screw or as a
result to the cutting of one of the external (upper or
lower) bolts [1].

Mech. Eng. Sci. J., 31 (1-2), 3-12 (2013)
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SP8 MODEL (Fig. 11) is a designed semi-
rigid beam-column connection. The connection
between the beam and the column is realized with
3 long bolts between the end of the beam and the
final welded U-joint. The welded U-joint is dis-
mantling connected to the column with the total of
4 high valued bolts class 10.9. The joint is made by
welding the 3 plates under an angle of 90°, where
already were made holes for the connection with
the web of the beam and the connection with the
column. The design of the joint is made so that its
loading is big enough that the eventual collapse
would appear in the end of the beam, i.e. the beam-
column connection. Three holes are made on the
beam ([] 200) for the connection with the U-joint.
For bigger beams, the number of bolts on the web
can increase.

ifEEERdsd

Fig. 11. The stress distribution in SP8 model

In the model the maximal stress is in the
welds from the U-joint for the connection between
the beam and the column (reactivity wall), but the
same are designed so that a danger of collapse does
not exist. Also, the bigger stress appears in the
holes for the longer bolts, same as in the bolts it-
self. Because the joint is designed with bigger
static characteristics in the end of the beam, the
collapse of the connection is expected in the part of
the beam as a result of the cutting of vertical part
of the beam next to the hole in the upper bolt or as
result of the cutting of one of the external bolt [1].

4. EXPERIMENTAL RESEARCH

The experimental research of the 8 designed
models is completely done in the Laboratory for
structures in the Institute for welding and welded
structures in the Faculty of Mechanical engineering
in Skopje. As a final the result from the experimen-
tal research are the characteristic diagrams: F-AL
(force-displacement) and M-® (bending moment-
rotation in the end of the beam) (Fig. 12) [1].

Mauw. unone. nayu. ciuc., 31 (1-2), 3-12 (2013)
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Fig. 12. M-® diagram for all of the 8 models
(experimental analysis)

The equipment for adding and transferring the
force contains one axial press (piston) that is
placed vertical on the steel frame in the experimen-
tal desk and the same through the force sensor
presses the end of the consul omission, causing
negative bending moment and shearing in the con-
nection in the end of the beam (Fig. 14).

For every model (SP1, SP2, SP3, SP4, SP5,
SP6, SP7 and SP8), a loading diagram was previ-
ously made, through adding the displacements. The
process was made by adding the displacements,
and not adding force, because in nonlinear condi-
tions, when it comes to reducing the force, leading
an experiment by adding force is practically un-
controlled and it may come to sudden collapse of
the model. Adding the increased displacement in
the end of the console overhang of the beam
through the piston of the researched device was
made gradually only in one direction until was
used the total capacity from each of the models and
their demolition. The research is presented in the
following images (Figs. 13-20) for each of the
models in some of the fazes of research:

Fig. 13. SP1 model: Appearance of the plastic hinge
(stability problem of lateral buckling)
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Fig. 16. SP4 model: Appearance of plastic hinge
(stability problem of lateral buckling of the lower pressed part
of the beam)

Fig. 14. SP2 model: Appearance of plastic hinge (stability
problem of buckling in the lower pressed part of the beam)

Fig. 15. SP3 model: Connection collapsing due to cutting
of the second row bolts in the connection of the upper part
of the beam

problem of buckling in the lower pressed part of the beam)

Mech. Eng. Sci. J., 31 (1-2), 3-12 (2013)
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Fig.19. SP7 model: Connection collapsing due to cutting
of the upper bolt of the connecting ribs

Maw. unsxe. nayu. ciuc., 31 (1-2), 3-12 (2013)

Fig. 20. SP8 model: Collapse of the connection due to plastic
deformations of cutting at the end of the beam in the upper
long bolt

5. CONCLUSION

During the design and analyzing of the beam-
column connections under the influence of the
horizontal loading (seismic loading, loading under
strong winds), very important is the control of the
weight, stiffness, strength and the ductility of the
material of the elements by what directly depends
the behavior of the elements in the connections,
and by that the behavior of these structures; it is
proved that many demolitions of the structures that
had happened were as a result to the no rigid mate-
rials [2].

From the comparative experimental analysis
of all of the 8 researched models can be concluded
that the capacity of the carrying of the bending
moment of the models with rigid connection (SP1,
SP2, SP3, SP4 and SP5) is significantly bigger
than the one with the semi-rigid connections (SP6,
SP7 and SP8), what was already expected; if the
rigid connections are separately analyzed (SPI,
SP2, SP3, SP4 and SP5), the SP1 model has the
biggest capacity to carry the banding moment over
the others, but in the other hand the smallest rotat-
ing capability (plastic deformability) over the other
4, i.e. the 7 models counting the models with the
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semi rigid connections (SP6, SP7 and SPS); the
SP3 model has the biggest rotating capability over
the other 4 models with the rigid connections (SP1,
SP2, SP4 and SP5); the deformation (rotation) ca-
pability in the researched models is inversely pro-
portional to the capacity of carrying of the beam,
i.e. the semi-rigid connections have bigger plastic
deformability and possibility for bigger rotation
during the use of their total capacity to carry, but
they have smaller capacity to carry comparing to
the ones with rigid connection (Fig. 12).

The main idea and direction for further re-
searches is obtaining one "ideal” beam-column
connection that in the same time will have rela-
tively high strength and deformational characteris-
tics, i.e. capacity to carry bigger banding moments
with bigger rotating capability in the same time.
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A b stract: Pre-tensioned point supported glass walls are widely used in modern architecture today. This
paper deals with the stability of glass support structure to predict the collapse behavior of the same. All windows in
their corners are connected to spider arm and thus transferring the wind force on the bowstring structure. The results
of the analysis provide load-displacement relationship and the impact of the pretension magnitude forces on the sta-
bility of support structure.

Key words: FEM analysis; point supported glass walls; stability; pre-tension system

AHAJIM3A HA CTABUJIHOCTA HA CTAKJIEHU ®ACA/IU CO IOTIIUPAIBLE BO TOUKA
noa AEJCTBOTO HA CHUJIUTE O BETEPOT

A mcrpaxkT: [Ipen3arernarure crakieHu QGacaay ce KOPUCTAT IIMPOKO BO MoJepHaTa apxutekrypa. OBoj
TPyA Ce 3aHMMaBa CO CTaOWJIHOCTA Ha CTakJIeHUTe (acaau, SHAOBH M CO NPEIBHUAYBAEEC HAa YCJIOBH BO KOM Ke
HacTaHe Hej3MHO rybeme T.e. konarc. CHTe maHeld BO HUBHMTE ja3id CE MOBP3aHM CO KpakK Ha eleMeHT ,spider”
IpeKy KOj ce IpeHecyBa CHiIaTa OJ BETEpOT Ha IOTIOpHATa CTPYKTypa BO BHJ Ha JIaK M cTpena. Pesynratute on
ananm3ara obOe30emyBaar Bpcka Mely cuiiaTta M fedopMalijaTa ¥ BIHjaHHETO Ha Ipe3aTerameTo Bp3 CTaOmIHOCTa

Ha CTpPyKTypara.

Kiyunn 3060opoBu: ananmuza co MKE; craknena ¢acana; motnupame BO TOUKH; CTAOMIHOCT; IpeA3aTerame

1. INTRODUCTION

For this analysis the system shown on Fig. 1
is selected. This system is consisted of the follow-
ing elements:

e TR-F (B) — Tension Rod-Front (Back)
e SP — Strut Pipe

e VR — Vertical Rod

e HR — Horizontal Rod

Elements TR-F and TR-B form “front” and
“back” arch of the so called “bow and arrow” sys-
tem. The crossed bows are hold strained with the
elements marked as SP on Fig.1 which plays the
role of “arrow” in the system. Elements TR-F and
TR-B can only transfers tension force, while SP
can be exposed to compression forces.

Two arches crossed set receive the pressure
difference which exists between the outside and
inside of the window panels. The force from the
windows is transferred through the “arrows” to one
of the arches, front or back one.

VR or DLR — Dead Load Rod (element for
taking dead load) is set vertically and close to the
window panels. The reason why VR is set near the
window panels is to eliminate the bending moment
caused by the dead load and the distance from the
panels to the support points.

The elements on Fig. 1 designated as HR are
used to give stability of support structure in A-A
plane. They do the role of “stabilizers” of the sup-
port structure in the horizontal plane.
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Fig. 1. System used for the analysis

On Fig. 2 are shown the functions that sup-
port structure should perform:
Receives transversal forces, F1, F2
Transfers axial forces, G
Resists with bending stiffness, Mp_g
Resists with torsion stiffness, HCa s

A G|
HCA.A:. W

“F2 ||\

-

Fig.
- .||

'::MB-B.

-
()
T

Fig. 2. Functions of the support structure

Generally speaking, glass support system
should perform the same way as simple beam with
two point support providing transversal, axial,
bending and torsion stiffness.

2. MODELING THE SYSTEM

In order to perform the FEM analysis first we
need to select the material properties of the ele-
ments constituting the support structure. These
properties are shown in Table 1.

Table 1

Selected material and physical properties

Eglass =72 000 I\I/I'I'll’l’l2

u=0.3; ar=0.6:10°/°C

0=12 mm

p=2.52-10" kg/mm’

m = 50 kg/panel

Ry02= Ry, = 80 N/mm?*

Eqgeqt = 200 000 N/mm?

1=0.3; ar=1810"/°C

@ =20 mm— A =314 mm?

L. =7853.98 mm*

p =17.83-10° kg/mm’

m = 0,0025 kg/mm

Ry02 = 300 N/mm®

Eqgeq =200 000 N/mm?
1=0,3;ar=1.8x107/°C

0 =13 mm—A = 133 mm?
p=17,.83-10° kg/mm’

m=0,001 kg/mm; Ry, =~ 300 N/mm’
pre-stress = 10 N/mm?; &= 0,00005
Eqgeq =200 000 N/mm?

u=0,3; ar=1.8107/°C

@ =10 mm—A = 78.5 mm>

p =17.83-10° kg/mm’

m = 0.0006 kg/mm; R, =~ 300N/mm’
Opresstress = 10 N/mm?; &= 0.00005
Egee =200 000 N/mm?;

1=0.3; ar=1.8107/°C;

@ =6 mm— A4 =28 mm>;

p =7.83-10"° kg/mm’;

m = 0.00022 kg/mm; R,0> = 300 N/mm?*
Gpre-sress = 10 N/mm?; ¢ = 0.00005

Window Panel

Strut Pipe

Tension Rod

Vertical Rod

Horizontal Rod

Next important step is defining type of finite
elements that will be used for building the model.
This is very important because it will affect struc-
ture behavior.

Glass support structure is modeled in Ansys.
Following elements are selected:

e SHELL63 — this element simulates glass
panel behavior (Fig. 3). Acts as membranes
which can transfer bending. This element
has six degrees of freedom at each node.

e BEAMI88 — it is suitable for analysis of
slender to thin beam structures. This is linear
element with two nodes (Fig. 4) and it has
six degrees of freedom at each node. It is
used for modeling the spider and the arrow
of the support structure.

e LINKI10 — this element can perform only
tension or compression (Fig. 5). It is used
for modeling the arches, front and back, as
well as the horizontal stabilizers.

After selecting material and physical proper-
ties and also defining the finite elements, support
structure of the glass curtain wall is prepared for
analysis (Fig. 6).

Mech. Eng. Sci. J., 31 (1-2), 13-18 (2013)
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Fig. 6. Completed FEM model
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3. ANALYSIS OF THE SYSTEM UNDER
EXTERNAL FORCE

First we define the goal of the analysis: de-
termination of the capacity of the support structure
with pre-tension of 10 MPa to receive lateral load
(Fig. 7), or to put it different what is the maximal
load that each “arrow” can receive without causing
loss of stability of the system.

Fig. 7. Fully pre-tensioned support structure with 10 MPa

At the beginning each arrow is loaded with
force of 100 N. The force is increased step by step
considering the condition o < R, until the system
is stable.

Figs. 7 and 8 and 9 show that increasing the
load from 100 N till 330 N causes TR-B to become
additionally stressed, while TR-F is relaxing.
When the force at each arrow reaches 350 or 360 N
the system is losing stability and this state is rigid
body motion. The undefined motion of the support
structure is shown on Fig. 10.

Fig. 8. System with 100 N load at each arrow — normal stress
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Fig. 9. System with 330 N load at each arrow — normal stress

F1
TR-B .
=T — 173 TR-F
F1 - N I X
o .

Fig. 10. Support structure losing stability

Glass support structure (Fig. 10) is losing sta-
bility when the nodes I and J become free to move.
In this case, TR-F is completely relaxed from ten-
sion and practically doesn’t participate in the sup-
port of the glass wall.

4. ANALYSIS OF THE SYSTEM
WITH MODIFICATIONS

The system on Figs. 6 and 7 is modified in
order to receive wind load of 100 kg/m”. This force
is bigger than the one prescribed with the standard.
One window panel has area of 1.2 m>. The force
that one arrow will receive is approx. equal to

100 kg/m* x 1.2 m*= 144 kg or 1440 N.

Considering that we are doing linear analysis
of the support system, we can calculate the neces-
sary pre-tension of the arches TR-F and TR-B,
knowing that 350 N is the boundary force which
can be applied before system losses stability.
Therefore, 1440/350 = 4 meaning 4 times larger
pre-tension than the one for the primary system

with 10 MPa. The first adopted modification is
pre-tension of the arches equal to 40 MPa.

Each VR receives the dead load of five panels
(1 panel = 50 kg). Summary force that each VR
receives from dead load is 550kg- 10 m/s* =
2500 N. According to Tab. 1 for VR cross section
is equal to 78.5 mm”. The force of 2500 N reduced
to cross section of VR is equal to normal stress of
40 MPa. For safety reasons (earthquake and anti-
lock) this value is increased for 10 MPa. Second
adopted modification is 50 MPa pre-tension of VR
elements.

It is assumed that horizontal stabilizers (HR)
are pre-tensioned with the force that can eventually
show up in the plane of the fagade. According to
Tab. 1 the cross section of HR is 28 mm”. It is sup-
posed that the force in A-A plane cannot be larger
than 50 kg. In order to maintain front HR to stay
stressed, it is adopted that pre-tension of HR will
be 20 MPa.

These changes to the original proposed sys-
tem are shown on Figs. 11 and 12. Fig. 11 shows
only the support system without the panels at-
tached. Figs. 12 and 13 show the general system
under dead load with and without panels shown.

Fig. 12. Glass panels Von Mises stresses from dead load

Mech. Eng. Sci. J., 31 (1-2), 13-18 (2013)
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Fig.13. Normal stresses on support structure from dead load

It can be noticed from Fig. 13 that the most
loaded VR elements are the one on the top of the
structure — 59 MPa. The lowest are less stressed.
They should always carry minimum tension in or-
der to maintain the stability of the system.

When the system glass supported structure is
subject to wind load of 100 kg/m* and dead load of
all elements the results shown on Fig. 14 are ob-
tained. Support system is on border to become in-
stable, but it is still stable. The tension stress in the
front arches TR-F maintains value from 3 to
13.5 MPa.

The stress distribution of the wind panels is
shown on Fig. 15. Maximal value of the stress ap-
pears around the connection point with the spider
arm with value of 17.4 MPa, while the average
value is between 6 to 10 MPa.

The thickness of the window panel is accept-
able but can be subject for further optimization.

Fig. 14. Support structure stress distribution
under wind load of 100 kg/m’

Mauw. unoc. nayu. ciuc., 31 (1-2), 13-18 (2013)

Fig. 15. Panels stress distribution
under wind load of 100 kg/m’

On Fig. 16 is shown total displacement of the
glass curtain system. Maximal total displacement
is on the middle of the system and it is equal to
7 mm. The deflection of each panel is different and
it is in the range of 3 to 4 mm (we can calculate
deflection as difference between absolute dis-
placements).

Fig. 16. Total displacement in wind direction

Here should be noticed that above analyzed
structure is usable only for pre-defined referent
temperature. Considering materials used for the
glass curtain wall (Tab. 1), the referent temperature
at which properties are normally defined is equal
of 23 to 25°C. The system can be also considered
as stable at this temperature.

The last modification of the system is chang-
ing the sections of the arches from @ = 13 mm to
@ =20 mm (4 = 314 mm?). The results under wind
load of 100 kg/m® are shown on Fig. 17. The nor-
mal stress in TR-B is decreased from 86.6 MPa to
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value of 59.4 MPa and the stress in TR-F is in-
creased to value of 21.6 MPa from value of
13.5 MPa. This means that support structure is
generally stiffer and displacements are smaller.
Last modification shows that small change in the
dimensions significantly can affect the stability of
the system.

Fig. 17. Support structure with increased arches cross section

CONCLUSION

Conclusions from the conducted analysis can
be summarized in the following statements:

— TR-F and TR-B form arches which receives
the wind force or the pressure difference between
the outside and inside of the building.

— HR elements work as horizontal stabiliza-
tions of the support structure or they receive the
lateral load which is in plane with the glass curtain
wall.

— VR or DLR takes dead load from the win-
dow panels and they should be set near the window
in order to avoid the effect of bending.

— All stresses in the support structure should
be lower than the value 1/1.5 from the Yield Stress
Rpo in order to be on the save side.

— There should be minimum pre-tension in
the relaxed elements (i.e. arches) in order to pre-
vent losing stability.

— The level of minimum pre-tension at full
load should be subject for optimization.
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A b s tra c t: Industrial Design Engineering (IDE) is relatively new discipline which aims to combine both
Industrial Design and Engineering Design. It is believed that all spheres of the design are mostly practical disciplines
and that there is no room for scientific research. But we, the researchers, want to believe that this statement is not
true. There are lots of aspects in the design and the related disciplines that need to be analyzed improved or changed.
This alterations and modifications are only possible with research. Having in mind that researcher may be subjective
on this matter, vast analysis was conducted. The aim of the analysis was to give more objective answer to the ques-
tion, wheatear or not there is need for research in the field of design, or more precisely IDE. Additionally, an effort
was made to determine which areas of the IDE are most challenging for the researchers.
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AKTYEJIHA HCTPA’KYBAIbA BO OBJIACTA HA MH)KEHEPCKHOT MHAYCTPUCKU JU3AJH

A mcTp ak 1. Umkenepckuor uapycrpucku nusajH (MM]1) e penatiBHO HOBa HaydHa QUCLMILUIMHA KOja
IpeTCTaByBa KOMOMHAIMja Ha MHIYCTPUCKUOT JU3ajH M KOHCTpyHpameTo. Bo mommpokara jaBHOCT ce BepyBa JeKa
cuTe 1Mojo0IacT! Ha TU3ajHOT Ce TIIaBHO NMPAKTHYHU JUCHUIUIMHA U JIeKa TyKa He TOCTOH HPOCTOP 3a UCTPaXKyBambe.
WHcTpakyBaunTe BepyBaaT Jeka Toa He € Taka. IlocTojaT MHOrY acnekTH BO oBue obyiacTh Kou Tpeba na ce
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1. INTRODUCTION

It is very important at the beginning to define
the main terms used in this paper. Those are indus-
trial design, design engineering and industrial de-
sign engineering.

In order to give more thoroughly explanation,
we should start by defining the most basic term.
That is the term DESIGN which is consistent in all
the other terms mentioned before. Design is a crea-
tive activity whose aim is to establish the multi-
faceted qualities of objects, processes, services and

their systems in whole life-cycles. Therefore, de-
sign is the central factor of innovative humaniza-
tion of technologies and the crucial factor of cul-
tural and economic exchange [1]. With this defini-
tion, it is only confirmed what is commonly
known, and that is, that the term design has very
wide meaning (Fig. 1). This is why in order to have
more precise meaning, it is necessary to accom-
pany the word design with words that have specific
meanings and will define specific areas like
graphic, fashion, automotive, product, industrial,
engineering, etc.
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Fig. 1. Elements of design (Ten essential of good design) [4]

According to the Industrial Designers Society
of America [2], industrial design (ID) is the pro-
fessional service of creating and developing con-
cepts and specifications that optimize the function,
value and appearance of products and systems for
the mutual benefit of both user and manufacturer.

Design engineering (DE) is an interdiscipli-
nary discipline, same as industrial design. Design
activities carried out by design engineers have
mainly a functional purpose. They are aimed to
achieve purposes related with the function in the
creation of new systems and principles that usually
are embodied within artifacts. Thus, their knowl-

edge and skills are suitable for designing the func-
tional part of products, but they are not so well
equipped to design the experiences of the products
they make function [3].

Industrial design engineering (IDE) is a
discipline which is aimed to be the link between
the industrial design and the design engineering.

According to Cross [5] the industrial design
engineer with its knowledge and skills from both
engineering design and industrial design is the only
solution for overcoming the frequent conflict be-
tween industrial designers and engineers.

Mech. Eng. Sci. J., 31 (1-2), 19-24 (2013)
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The following text is dedicated to the indus-
trial design engineers. The possible use of the
terms designer or industrial designer in this context
is referring to the term industrial design engineer.

Hypothesis 1

The field of the industrial design engineering
had become more interesting for the researchers in
the recent years.

Hypothesis 2

The main focuss of the researchers in the field
of IDE is the end user.

METHOD

The aim of this research is determination of
the research trends in the field of industrial design
engineering. The method that is used in order to
complete this aim is extensive descriptive analysis.
For this reason an overview of the work done by
researchers in this field in the period of the last 15
years was conducted. In the process numerous pa-
pers, articles and PhD thesis from various sources
were taken in consideration.

RESULTS

After the conducted analysis, there is no
doubt in the accuracy of the statement of the Hy-
pothesis 1. The number of over 9 conferences a
year worldwide, with over 1000 papers is enough
to confirm that. We can add to that the PhD re-
search programs in 7 universities in Europe alone,
truth to be told Europe has the highest number of
PhD programs in the field of IDE.

Sleeswijk Visser [6] in his PhD thesis also in-
dorses this statement that the interest of researches
in the design has been growing rapidly from year
to year.

As a result, of the conducted analysis it can be
concluded that most of the researches are evolving
around people / end users. This fact is not surpris-
ing since the products are designed and produced
for the people and the producers’ only concern is if
they are willing to buy this product. We can easily
say that the success of a new product is closely
related to the willingness of consumers to buy the
product. The consumer is most likely to buy a
product which fulfills the wishes and demands he
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imposes on the product. These wishes and de-
mands are fulfilled by means of the attributes of
the product [7]. This is confirmed and revised by
many researchers and authors over the years.
Gonalez & Palacios [8] go even further by saying
that, firms that do not attend to their customer’
needs in today’s highly competitive environment,
will not survive. McDonagh et al. [9] explain that
in this environment many products are developed
by different brands with similar functionality, but
different in usability and appearance. Bloch et al.
[10] gives accent to the design by saying that supe-
rior design is what distinguishes products from
competitors and helps them to gain recognition in a
crowded marketplace. The fact that the economy
benefits from it, it is most likely for design, to be
an interesting field for researchers from different
areas.

The research area in the design dealing with
users is called User-Centered Design. Usability
Professionals Association [11] defines user-cen-
tered design as an approach to design that grounds
the process in information about the people who
will use the product. Having users as a main con-
cern, new more specific disciplines started emerg-
ing, such as Ergonomics and Human Factors,
which are focused on the fit of the technology and
human performance. The concern for the user’s
needs emerged with the Participatory Design
which was rising in the 1970s [6], which aim was
to involve the stakeholders in the development
process of a new product incorporating the user
needs in the design.

Nowadays, the number of disciplines and su-
bareas in the field of IDE is vast and there is no
precise framework for each one of them, such as
people-centered design [12], user-centered design
[13], customer-centered design [14], [15], human-
centered design [16], and very often some of them
overlap in their interests.

In the recent years it has been reached even
deeper into the design philosophy and suddenly
new areas of interest emerged, User Experience
Design (UX).

“... witnessed by the many books and con-
ferences [9], the experience of products is steadily
gaining ground as a topic in design research. Not-
withstanding, ‘experience’ may well be the most
elusive concept to catch in scientific discourse,
prone to misinterpretation and in danger of being
divorced from those who do the experiencing...”
Van Rompay [17].
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The increased need for this approach is
caused by the overcrowded market with products;
people can now choose from dozens of very simi-
lar products. So why will someone choose to buy
one product out of dozen similar ones? It is the
emotional responses that one has with the product
[18]; which is kind of an added value. Consumers
nowadays along with the product buy value in a
form of entertainment, experience and identity
[19].

Surprising enough is the fact given by Van
Kesteren [20] that for most of the people the de-
sign and the exterior of a product is determining
factor for buying it and not the innovative technol-
ogy in it. Users prefer products to be functional
and easy to use, but additionally, they want to be in
some way emotionally touched by the product
[20].

The user experience itself cannot be con-
trolled, predicted or designed. ‘The user experi-
ence’ does not exist, since experiencing is a con-
structive activity, belonging to individual people
[6]. Designers cannot control the effects of their
designs, but they can have an awareness of the
complexity of how people experience things, and
use this awareness as a starting point for designing
products. While designers cannot control the sub-
jective user experience (internal states, mood, idio-
syncratic associations), they can have influences
(intended or not intended) on a part of the user ex-
perience with the functional and expressive quali-
ties of the products, which are interpreted through
various filters of personal, social and cultural
meaning [21]. Designers can design for experience
by a sensitive and skilled way of understanding the
users [6].

This approach or philosophy also spread in
the business environment, coining expressions like
“experience economy” or “dream society” [22].
They explain that advanced technology, extra func-
tionality, reliability and performance are not
enough to satisfy customers anymore. To get an
edge over their competitors, companies need some-
thing more than well-functioning products and of-
fer designs that their users can enjoy beyond pure
utility [23].

In the last few years User Experience (UX)
Design became one on the most popular design
areas. Consequently, it can be concluded that Hy-
pothesis 2 is true; then again it needs a light rede-
fining. Since the main interest here are the end us-
ers, however not for their needs and requirements
lone, but more for their experiences. Therefore it

can be said that the main focuss of today’s re-
searches in the field of IDE is the user experience.

DISCUSSION

User experience is very closely connected to
the user’s emotions, therefore very often the term
Emotional Design is used with the similar meaning
as user experience design. It can be said that the
emotional design is considered to be subarea of the
UX design.

Don Norman, one of the leading researchers
on this topic, has his own definition of the emo-
tional design (Fig. 2). In his book, Emotional de-
sign, Norman [24] shows that design of most ob-
jects are perceived on three levels (dimensions).
Therefore a good design should follow all three
levels:

Visceral

Reflective

Behavioral

Fig. 2. Emotional design defined by D. Norman [24]

The Visceral level is obtained through intui-
tion rather than from reasoning or observation.
This level is influenced significantly by appear-
ance, texture and sound of objects.

The Behavioral level refers to the actions or
reactions of a person, usually in relation to the en-
vironment, to an object or person. Behavior can be
conscious or unconscious, overt or covert and vol-
untary or involuntary. This level is all about func-
tionality and it is influenced by pleasure and effec-
tiveness of use (accessibility and usability).

The Reflective level refers to the capability of
quiet thought or contemplation. This level is influ-
enced strongly by self-image, satisfaction, memory

Mech. Eng. Sci. J., 31 (1-2), 19-24 (2013)
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and the meaning of things. This level becomes
more important as products mature.

Emotional design is widespread research area,
and as a result, of that, numerous conferences are
held worldwide. The Delft University of Technol-
ogy is one of the leading academic institutions
dedicated to researches in this area.

One of the first Ph.D. researches in the field
of emotional design was the Desmet’s Pd.D. thesis
[25]. As a part of his research, he was analyzing
people’s emotions, their facial expressions and
their connections to different products. As a result
to his research new model was purposed, called
PrEmo. PrEmo is a non-verbal, self-report instru-
ment that measures 14 emotions which are often
elicited by product design. He states that the sud-
den interest in emotional responses is evoked by
the increased competitiveness on every market
[25].

Demir [26] gives nice example of companies
that embraced this way of designing. It is one of
the world's most famous design agencies, Frog de-
sign, that took the motto ‘form follows emotion' as
the basis for their designs. The founder of the com-
pany, Hartmut Esslinger, stated “... even if a design
is elegant and functional, it will not have a place in
our lives unless it can appeal at a deeper level, to
our emotions ...” [19].

Although some interesting and promising
studies have been reported, this research field is
still short of conceptual clarity, and therefore lacks
consensus on what the actual object of study
should be. In fact, the concept of emotion has been
somewhat vague and has been used as a collective
noun for all kinds of affective phenomena [25].

Design literature tends to refer to 'emotions'
when studying anything that is thought of intangi-
ble, non-functional, non-rational or, for that matter,
non-cognitive. Some of the reported studies in-
volve 'experiential needs' [27], 'affective responses'
[28], 'customer delight' [29], 'pleasure’ [30], 'emo-
tional behavior' [31], and 'affective computing'
[32].

CONCLUSION

The expansion of the Emotional Design
started with the first Design & Emotion Confer-
ence organized at the Technical University in
Delft, Netherlands, in the 1999, event with 41 par-
ticipants. The 2010 Design & Emotion Conference
in Chicago had over 250 participants. Confirming
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once more, how much has the interest in this topic
increased. Another similar event is the Designing
Pleasurable Product & Interfaces dated back from
the 2003 in Pittsburgh [23].

The rise of the Emotional Design may be con-
sidered as the next rational step toward user satis-
faction. After exploring and improving the design
methods, perfecting the technology, all there is left
unknown and uncertain are the users. This is why
number of studies evolving round the user is in-
creased. Feedback from studies and researches is
beneficial for both parties the users and the pro-
duces. After all that is the final goal.

In addition, it is more than obvious that
nowadays people’s emotions are still the main re-
search point in the field of design. It all started
around 15 years ago and since then the number of
researchers in this field is continuously growing.
Consequently the number of published papers, ar-
ticles and books increases and yet there is still so
much to be done. This is not the result of research-
ers’ failure, but evidence how complex this matter
is. In order to provide some general truths regard-
ing people’s emotions a lot of work and dedication
is needed. This complex and challenging field
needs a lot of researchers’ attention. In fact, there
is room for every researcher willing to devote
some of their time and work.
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A b s tract: The main goal of the research presented in this paper is creation of innovative concept for pre-
fabricated houses for living, using the modular principal. The leading idea is assembling of prefabricated houses as
structures of modules, with possibility for relatively easy changes during the exploitation: adding, removing or re-
combination of modules according to the space requirements of the users. Each of the modules would be fabricated as
a fully prepared self standing room for living. The shape and construction of the modules, as well as their space ar-
rangement are derived according to the principals of bionics. The quality of the presented concept is approved trough
several analyses: static analysis of the construction using finite elements method; solar analysis for election of perfect
orientation and insulation; thermal analysis.
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WHXXEHEPCKU AHAJIN31 HA BUOHWYKU CTPYKTYPHU O/ COCTABJIMBU MOAYJIN

AncTp ak 1: HeTpaxyBameTo NPEe3eHTHPAHO BO OBOj TPy UMa 3a IIeJl KpeHpamhe HHOBATUBHO PELICHHUE,
KOHIIETIT, 332 MOHTaXXH! 00jEKTH 32 )KHBEEHhE CO IPHMEHa Ha MOAyJIapeH npuHIuI. Boneukara uneja e hpopmupame
Ha CTPYKTYPH OJf TOTOBH MOYJIM, KOH JIECHO C€ MOHTHpPAaT U JIEMOHTHPAaT ¥ UMaaT MOKHOCT 33 PEIaTHBHO JECHU
IIPOMEHHU BO TEKOT Ha HUBHATA €KCIUIOaTalyja Kako 00jeKTH 3a XKUBeeHme: J0AaBambe, 03eMarbe HWIH PEeKOMOMHAIH]a
Ha MOJYJIUTE CIIOpe]] IIPOCTOPHATE NOTpeOH Ha KopuCHUIHUTE. [IpeBUAEHO € CeKoj MOy a IMPETCTaByBa LEJIOCHO
U3BECHA CAMOHOCEUKA IPOCTOPHja 3a KUBECHE MM KOMOMHALMja O]l HEKOJKY IoMaiu npocropud. Popmara n
KOHCTPYKIIMjaTa Ha MOJYJIHTE, KAKO ¥ HAYMHOT Ha HUBHOTO KOMOMHMpAme e U3BEICHH CO IIPUMEHA Ha NPHHIUINTE
Ha OMoHMKara. KBaJMTETOT Ha NMPE3EHTUPAHUOT KOHLCNIT € HOTBPACH MPEKY HEKOJKY M3BPLICHH aHAIN3H: CTaTHYKa
aHaJIM3a Ha KOHCTPYKIMjaTa CO IIOMOLI Ha METOJOT Ha KOHEYHM CJIEMEHTH; COJapHa aHaiu3a 3apaj u300p Ha
HjieaHa OpPUEHTAIN]a U ITO3UIMOHUpAhe; TePMUYKA aHAJIM3a 32 UCIIUTYBamhe Ha CHepreTckara e(yuKacHoCT.

Kinyunn 360poBu: MoayaapeH qu3ajH; OMOHHYKH IHU3ajH; eHepreTcka e(huKacHOCT

1. INTRODUCTION

The existing of the problem of housing is as
old as the existing of human being. Obtaining
homes for the members of society is the crucial
social problem for the governments. Designers and
architects constantly search for new concepts for
upgrading of human living conditions, but also for
new building technologies. New technologies, new
materials, new ways of reasoning are included in
these researches with intention to make better
homes, energy efficient, flexible and more func-
tional.

The main goal of our research is creation of
innovative solution for prefabricated houses for
living, using the modular principal [1]. The leading
idea is assembling of prefabricated houses as struc-
tures of fully prepared self standing modules, fab-
ricated as rooms for living, or a set of few smaller
ones. The innovation in this concept is a possibility
for relatively easy changes of the whole structure
in the phase of exploitation: addition, extraction or
recombination of modules according to the space
requirements of the users. Assembling of the house
with modules as ready to live rooms is a perfect
way to meet the needs of the users. As the family
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become larger or smaller the house for living could
become bigger or smaller with relatively simple
addition or extraction of modules. The aspect of
monotony living in the same space is also taken
into consideration. Recombination of the modules
in order to make new look and functionality of the
house is another quality of the presented concept.

The shape and construction of the modules, as
well as their space arrangement are derived accord-
ing to the principals of bionics. Bionics as a sci-
ence discipline engages itself in technical realiza-
tion and application of constructions, processes
and evolutionary principles of biological systems.
This relatively new interdisciplinary science syn-
thesizes knowledge of biology with other sciences:
physics, chemistry, design, medicine, mechanical
engineering, architecture, design, psychology etc.
[2, 3]. It includes the following disciplines:

— Structural bionics: studying constructions
and structures in the nature.

— Bionics of processes: studying methods and
processes in the nature.

— Informational bionic: studying tools for data
transfer, developmental and evolutionary strate-
gies.

According to W. Nachtigall [4], bionics as a
science proposes two main research principals:

— bottom-up-process where the principles of
biological systems are abstracted, independent of
product usage. Engineers, designers, architects
could afterwards find application of the extracted
principal;

— top-down-process means definition of a
technical problem and search for solutions in the
biosystems in the nature.

2. APPLICATION OF BIONICS PRINCIPALS
IN THE PROCESS OF CONCEPT DEFINITION

Several aspects of the concept for modular
prefabricated houses for living are derived by ap-
plication of the bionics top-down-process. Three
main problems were defined at the beginning and
the solutions from the nature were recognized af-
terwards.

PROBLEM No. 1: Definition of the most
appropriate shape for the assembling modules.

Elected sample from the nature: the honey-
comb.

Proposed solution to the problem: Hexago-
nal prism is the form of the honeycomb (Fig. 1). It

is proposed as the most appropriate shape for the
space modules, suitable for efficient arrangement
into space structures.

- O Jﬂ‘ | 1
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Fig. 1. Honeycomb

PROBLEM No. 2: Definition of the best ar-
rangement of the assembling modules into struc-
tures.

Elected sample from the nature: the sched-
ule of crystals in the metal crystal lattice (Fig. 2).

Fig. 2. Crystal structure of the metal

Proposed solution to the problem: There are
a great number of different arrangements of the
hexagonal crystals. All of them could be applied as
a solution of the problem. The crystal lattice hexa-
gons are usually symmetrical or mirrored (m) in
multiple directions, which will contribute to a sim-
pler arrangement of the modules to form structures
for the proposed prefabricated houses.

PROBLEM No. 3: Definition of the support-
ing structure of the assembling module.

Elected sample from the nature: the struc-
ture of mammalian bone (Fig. 3). Bones are rigid
organs that form parts of the skeleton. The internal
structure of the bone is densely connected bone
tissue.
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Fig. 3. The mammalian bone structure

Mechanical properties of the bones and the
bones structure are excellent. Bones are classified
in breakable materials, but their hardness is excel-
lent. Bones can be compared with the hardness of
steel at low temperatures and wood, measured par-
allel to their fibres. They are much stronger than
artificial ceramics owing to the presence of colla-
gen fibres in the bones. The elasticity of the bones
is the result of the fibrous protein.

Proposed solution to the problem: metal lat-
tice structure. This type of construction is nowa-
days very often applied in architecture and design
because of the remarkable features.

3. DETAILED ELABORATION AND
ANALYSIS OF THE MODULE STRUCTURE

According to the selected solutions for the
shape, arrangement and structure of the modules
using bionics top-down process the final shape of
the modules is a hexagonal prism that would be
fabricated as a metal lattice structure.

According to the space requirements for dif-
ferent rooms for living [5], the final dimensions of
the typical module are established, presented on
the technical drawing on Fig. 4. The diagonal of
the circumscribed hexagon in the floor plan is 7.2
m long, the side of a hexagon is 3.6 m long, the
area of a typical module is 33.6 m”.

Technical drawing on Fig. 4 presents the
adopted steel structure of the modules: 1. pillars, 2.
beams, 3. auxiliary construction, 4. floor / ceiling
structure [6]. Because of the adopted hexagonal
shape of the module a triangular modular net is
applied as a base (green lines).

The steel floor/ceiling structure of the mod-
ules is consisted of sticks which form triangles.
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The floor and ceiling are connected with a ray of
vertical sticks that allows application of glass win-
dows through the whole height of the walls.
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Fig. 4. Technical drawing for the steel structure of the module

The pillars of the module structure connected
with the neighbour pillars of the modules form
hexagonal shape (Fig. 5).

The pillars of the modules are connected with
bolts and screws in horizontal direction. In vertical
direction the both modules are connected with
penetration of the upper pillars into the lower pil-
lars at a height of the 300 mm, connected with
bolts and screws (Fig. 6).
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Fig. 6. Vertical arrangement of modules

4. STATIC ANALYSIS OF THE STRUCTURE
USING THE FINITE ELEMENTS METHOD

The designed module steel structure enables
solid rigidity. To confirm this statement static cal-
culation and analysis with application of finite
elements method is performed.

Predicted loads which will influence the
structure are presented in Table 1:

Table 1
Predicted loads

N/m?

Movable load for residential buildings 2000

Floor tiles of marble 200
Own weight 385
Total 2585

Adopted material for the structure is steel
E360 (1.0070) with European standard EN 10025-
2:2004.

The information and results from the analysis
performed by the finite elements method, using the
software package Solid Works, are presented in the
next tables: model information (Table 2), material
properties (Table 3), loads and fixtures (Table 4),
resultant forces (Table 5), visual results of the
structure loaded with 2585 N/m?* (Fig. 7) and static
displacement and nodal stress of the construction

(Fig. 8).

Table 2
Model Information
Name and reference Formulation  Volumetric properties
Shell-1 Thickness: 6 mm
Weight: 31427.7 N
Thin Volume: 0.411141 m®

Mass: 3206.9 kg
Density: 7800kg/m’

Table 3
Material properties
Name 1.0070 (E360)
Model type=: Linear Elastic Isotropic

Default failure criterion Max von Mises Stress

Yield strength 3.6e+008 N/m2
Tensile strength: 6.7¢+008 N/m2
Elastic modulus: 2.1e+011 N/m2
Poisson's ratio: 0.28

Mass density: 7800 kg/m3

7.9e+010 N/m2
1.1e-005 /Kelvin

Shear modulus:

Thermal expansion coefficient:

Table 4
Loads and fixtures

Fixture name  Fixture image Fixture details

Entities: 30 faces
Fixed-1

Type{: Fixed geometry
Resultant forces
Components X Y Z Resultant

Reaction force (N) 5.1919 —5.18537 26546.7 26546.7
R. moment (N'-m) 4.26816 0.913873 -9.22565 10.2061

Load name Load image Load details
Entities: 1 face
Type: Normal to
Pressure-1 selected face
Value: 2585
Units: N/m?
Table 5
Resultant forces

Selection set Units SumX SumY  SumZ Resultant

Reaction forces

Entire model N 51919 -5.18537 26546.7 26546.7
Reaction moments

Entire model N-m 4.26816 0.913873 —9.22565 10.2061
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Fig. 7. Visual results of the loaded structure
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5. SOLAR ANALYSIS — SELECTION OF
PERFECT ORIENTATION AND INSULATION

The structures of arranged modules are modu-
lar prefabricated houses as apartments of closed
structural type with internal yards - atriums. In or-
der to confirm the good quality of living conditions
of the designed apartments it was necessary to per-
form important analyses: lighting, shadows, insula-
tion, ventilation and also thermal analysis. For that
purpose the software package Ecotect was applied.

In the first phase the determination of the op-
timal orientation of the apartment (Fig. 9) was per-
formed. The result shows that the best orientation
of the living room is to the south.
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Fig. 9. Determination of the optimal orientation of the apartment

The analysis of shadows on June 22 at 12:45h
shows that the atriums are properly dimensioned to
ensure enough sunlight for the apartments, they are
not overshadowed (Fig. 10).

The analysis of the shadows on June 22 at
12.45 h (Fig. 11) shows that insulation and shading
of the interior ensure enough sunlight for the
apartment and enough shadows for the warmest
period of a summer day.

Insulation is the amount of energy on the
Earth received from the Sun. This radiation con-
tains the most of the emitted energy in the form of
short wave radiation and light. In order to check
the insulation for the whole apartment two analy-
ses were performed for June 22: the first one for
the ground floor of the apartment (Fig. 12), the
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second one for the upper floor of the apartment
(Fig. 13). The results for the both cases show the
good insulation for the whole apartment.

Fig. 10. Analysis of shadows on June 22 at 12.45 h
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Fig. 11. Analysis of shadows in the interior
onJune 22 at 12.45h

- -y
T 5

Fig. 12. Insulation analysis on the ground floor
of the apartment on June 22

Fig. 13. Insulation analysis on the upper floor
of the apartment on June 22

6. THERMAL ANALYSIS FOR ASSESSMENT
OF ENERGY EFFICIENCY

The first step for the thermal analysis was set-
ting the type of the walls for the modules — rooms.
All of them are bordered with sandwich walls on
four sides and with double thermo pane glass on
the remaining two sides. Ecotect software auto-

matically calculates the coefficient of the heat
transfer. The received result shows outstanding
value of 0.180 W/m’K.

The second step was zone management of the
energy. The period of heating and cooling, using
the system with mixed mode, in the rooms on
weekdays is between 6:00 and 23:00 h and for
weekends between 7:00 and 24:00h, with projected
temperature of 22°C to 26°C.

It was also important for each module/room
individually to predict the number of people who
are expected to stay in the room in different peri-
ods of the day, the way people are expected to be
dressed, the expected wind speed, the expected
relative humidity, the way of lighting etc.

Hourly operational profile is an analysis that
shows the energy flow according to the percentage
of person attendance (number of persons in a cer-
tain period of day) in the room for a standard
weekday (Fig.14).

The obtained results are presented in the dia-
gram (Fig. 15 and Table 6), which shows the
amount of energy (Wh) required for heating and
cooling for all zones, for all six modules respec-
tively.

Gains breakdown is calculated also for all of
the rooms. It is presented with the diagram on Fig.
16.

The results present the required energy for
heating and cooling per month, for the whole
apartment (Table 6). This data are necessary for
calculation of the required devices for heating and
cooling.

Example: required maximum energy for heat-
ing of the living room is 1022 W. Recommended
device is aluminum radiator “Optimum”, Algreta,
Resen, with smallest thermal effect. One radiator
rib has a capacity of 120 W. According to the cal-
culation 1022 W / 120 W = 8.52, for heating of the
living room there is a necessity of 9 ribs.

To improve the energy efficiency additional
sources of energy are recommended. The designed
roof of the house is a pyramid with six small slope
segments, which is convenient for installing of so-
lar devices. It is recommended to install three solar
collectors and three photovoltaic panels with trian-
gular form, where each of the triangles is with area
of 6.36 m’.

The additional energy efficiency effect is the
selection of proper windows and outside doors.
Plastic profiles with double thermo pane glass are
recommended.
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Fig. 16. Gains breakdown for all zones
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Table 6.
Monthly heating /cooling loads

MONTH HEATING COOLING TOTAL

Wh Wh Wh
Jan 1664840 0 1664840
Feb 1416148 0 1416148
Mar 982211 0 982211
Apr 403538 0 403538
May 71651 95980 167631
Jun 27313 479669 506982
Jul 0 1200879 1200879
Aug 0 1205947 1205947
Sep 22598 326976 349575
Oct 233047 2469 235516
Nov 844221 0 844221
Dec 1423703 0 1423703
TOTAL 7089274 3311920 10401193
Per m’ 37618 17574 55193
Floor area 188.453 m?

All Visible Thermal Zones Comfort: Zonal Band.
Max Heating: 6862 W at 07:00 on 1st January
Max Cooling: 7378 W at 14:00 on 13th August

7. CONCLUSIONS

The presented concept in this paper, based on con-
temporary design methods modularity and bionics, pro-
pose a new way of building for prefabricated houses for
living. The basic idea is to follow the space require-
ments of modern families without unnecessary moving
from place to place, from house to house.

This concept is not so simple for realization from
engineering aspect. There are many engineering prob-
lems to be solved: transportation, elevation, connection
of the modules. The intention of the further researches is

to find appropriate decisions for the core engineering
problems.

The aspect of energy efficiency today is very
important. The presented idea could not be serious
one if this aspect is not taken into consideration.
All of the applied engineering analysis illustrate
that the design and all of the applied materials and
solutions have energy efficient house for living as
a result. Our future researches will be directed into
design of more effective energy efficient homes
and products.
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A bstract: Today's life is different to the one that existed not so many years ago. Our everyday life is con-
stantly changing. The use of new technologies play major role in this change. Augmented Reality (AR) is looking to
be the 8th mass market to evolve, following print, recordings, cinema, radio, TV, the Internet and mobile. In combi-
nation with geo-based technologies, augmented reality provides a completely new way of execution of the everyday
activities. This paper presents the basic concepts and key characteristics of these two technologies. Also, the paper
presents an example of a use of the technologies in an application meant for students for navigation through the cam-
pus of the Faculty.

Key words: augmented reality; 3D objects; geopositioning; visualization

CUCTEMMU BABUPAHU HA TEOI'PA®CKO ITO3ULNTUOHUPAILE BO AYTMEHTHATA PEAJTHOCT

AmnmcTp ak 1: )KUBOTOT JIeHEC PACTHYHO CE Pa3jIMKyBa OJ OHOj LITO HOCTOEHIE NpPEeJ HE TOJKY MHOTY
roauHu. HammoT cexojaHeBeH jKUBOT IOCTOjaHO ce MEHYBa. YNOTpeOaTa Ha HOBH TEXHOJIOTHUM MMa KIIy4Ha yJIora BO
oBaa mpomeHa. AyrmeHtHara peaiHocT (AP) mma m3rnmenu na Ouae OCMHOT MacOBeH Mas3ap KOj ce pa3BHBa IO
[eYaTeheTo, ayJuo IPOAyKIMjaTta, KHHOTO, PaaHOTO, TEJICBH3WjaTa, MHTEPHETOT W MoOmiHara TenedoHuja. Bo
KOMOWHAIIHja CO TEXHOJIOTHUTE 3a reorpad)cko MO3UIMOHUPARe, ayTMEHTHATa peaHoCT 06e30e1yBa KOMIUIETHO HOB
Ha4YMH Ha M3BPIIYBare HA CEKOjIHEBHUTE aKTUBHOCTH. OBOj TPYJ T'M NPETCTaByBa OCHOBHHUTE KOHICTITH U KIIyYHUTE
KapaKTepPHUCTUKY Ha OBHE JBE TEXHOJOTHH. MICTO Taka, TPyZOT IpETCTaByBa M €eH IpUMep 3a ynoTpeba Ha OBHE

TEXHOJIOTHH BO aIUTMKAllMja HAMEHETA 3a CTYJICHTUTE 32 HaBUrallija HU3 KaMiycoT Ha DakynreTor.

Knyunn 360poBu: ayrmenTHa peanHoct: 3] o6jexTu: reorpad)cko Mo3HUIHOHUPAbE: BU3yeIH3aliija

1. INTRODUCTION

Today's life is different to the one that existed
not so many years ago. Our everyday life is con-
stantly changing. The most important characteris-
tics of our era may be the transformation, transmis-
sion and dominion of information. We live in an
information society where the leading role has
been given to new technologies. Our society could
not be imagined without new technologies and
their role both in this society and in human life in
general.

With a growing amount of applications rely-
ing on spatial information systems, there is a corre-
sponding increase in the number of naive users of

such systems. Recognized for handling complex
decision-making processes, spatial information
systems need to be enhanced with real-world views
in order to present the information in an under-
standable, user-friendly way [1]. Hence, the com-
bination of the two emerging technologies of geo-
based spatial information systems and augmented
reality.

Augmented reality (AR) is a technology that
enables digitally stored spatial information to be
overlaid graphically on views of the real world [2].
AR holds enormous promise to enhance human
management of complex systems, such as power
plant maintenance procedures, cardiac surgery but
also navigation through complex environments.
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AR can be used as an enhancement in decision-
making and operational efficiency in dealing with
the intricacies of both natural and build environ-
ments. Considerable work is in progress around the
world on hardware and software to develop AR
systems.

2. AUGMENTED REALITY

Augmented Reality (AR) is a variation of Vir-
tual Environments (VE), or Virtual Reality as it is
more commonly called. VE technologies com-
pletely immerse a user inside a synthetic environ-
ment. While immersed, the user cannot see the real
world around him. In contrast, AR allows the user
to see the real world, with virtual objects superim-
posed upon or composited with the real world.
Therefore, AR supplements reality, rather than
completely replacing it. Ideally, it would appear to
the user that the virtual and real objects coexisted
in the same space. Azuma [3] gives a more com-
prehensive definition of AR as a system that has
the following characteristics: (1) combines real and
virtual world, (2) interactive in real time and (3)
registered in 3D. Augmented Reality enhances a
user's perception of and interaction with the real
world. The virtual objects display information that
the users cannot directly detect with their own
senses. The information conveyed by the virtual
objects helps a user perform real-world tasks.

Augmented Reality might apply to all senses,
not just sight. So far, researchers have focused on
blending real and virtual images and graphics.
However, AR could be extended to include sound,
smell or tactile.

A Dbasic design decision in building an AR
system is how to accomplish the combining of real
and virtual. Two basic choices are available: opti-
cal and video technologies. Each has particular
advantages and disadvantages.

Focus can be a problem for both optical and
video approaches. Ideally, the virtual should match
the real. In a video-based system, the combined
virtual and real image will be projected at the same
distance by the monitor. However, depending on
the video camera's depth-of-field and focus set-
tings, parts of the real world may not be in focus.
In typical graphics software, everything is rendered
with a pinhole model, so all the graphic objects,
regardless of distance, are in focus. To overcome
this, the graphics could be rendered to simulate a
limited depth-of-field, and the video camera might
have an autofocus lens.

In the optical case, the virtual image is pro-
jected at some distance away from the user. This
distance may be adjustable, although it can be
fixed if the display is mounted to the user. There-
fore, while the real objects are at varying distances
from the user, the virtual objects are all projected
to the same distance. If the virtual and real dis-
tances are not matched for the particular objects
that the user is looking at, it may not be possible to
clearly view both simultaneously.

Contrast is another issue because of the large
dynamic range in real environments and in what
the human eye can detect. Ideally, the brightness of
the real and virtual objects should be appropriately
matched. Unfortunately, in the worst case scenario,
this means the system must match a very large
range of brightness levels. The eye is a logarithmic
detector, where the brightest light that it can handle
is about eleven orders of magnitude greater than
the smallest, including both dark-adapted and
light-adapted eyes. In any one adaptation state, the
eye can cover about six orders of magnitude. Most
display devices cannot come close to this level of
contrast. This is a particular problem with optical
technologies, because the user has a direct view of
the real world. If the real environment is too bright,
it will wash out the virtual image. If the real envi-
ronment is too dark, the virtual image will wash
out the real world.

A key measure of AR systems is how realisti-
cally they integrate augmentations with the real
world. The software must derive real world coor-
dinates, independent from the camera, from camera
images. That process is called image registration.
Image registration is one of the most basic prob-
lems currently limiting Augmented Reality appli-
cations. The objects in the real and virtual worlds
must be properly aligned with respect to each
other, or the illusion that the two worlds coexist
will be compromised. More seriously, many appli-
cations demand accurate registration. Without ac-
curate registration, Augmented Reality will not be
accepted in many applications. Registration errors
are difficult to adequately control because of the
high accuracy requirements and the numerous
sources of error. These sources of error can be di-
vided into two types: static and dynamic. Static
errors are the ones that cause registration errors
even when the user's viewpoint and the objects in
the environment remain completely still. Dynamic
errors are the ones that have no effect until either
the viewpoint or the objects begin moving.

Image registration uses different methods of
computer vision, mostly related to video-tracking.
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Many computer vision methods of augmented re-
ality are inherited from visual odometry. Usually
those methods consist of two parts. First detect
interest points, or fiduciary markers, or optical
flow in the camera images. First stage can use fea-
ture detection methods like corner detection, blob
detection, edge detection or thresholding and/or
other image processing methods.

The second stage restores a real world coor-
dinate system from the data obtained in the first
stage. Some methods assume objects with known
geometry (or fiduciary markers) present in the
scene. In some of those cases the scene 3D struc-
ture should be pre-calculated beforehand. If part of
the scene is unknown simultaneous localization
and mapping (SLAM) can map relative positions.
If no information about scene geometry is avail-
able, structure from motion methods like bundle
adjustment are used. Mathematical methods used
in the second stage include projective (epipolar)
geometry, geometric algebra, and rotation repre-
sentation with exponential map, Kalman and parti-
cle filters, nonlinear optimization, and robust sta-
tistics.

However, video-based approaches can use
image processing or computer vision techniques to
aid registration. Since video-based AR systems
have a digitized image of the real environment, it
may be possible to detect features in the environ-
ment and use those to enforce registration. They
call this a "closed-loop" approach, since the digi-
tized image provides a mechanism for bringing
feedback into the system. For example, in some
AR applications it is acceptable to place stationer-
ies in the environment. These stationeries may be
LEDs or special markers. The locations or patterns
of the stationeries are assumed to be known. Image
processing detects the locations of the stationeries,
and then those are used to make corrections that
enforce proper registration.

According to Young [1] there are three broad
components of AR systems: track, retrieve and in-
form. AR systems operate by tracking events and
than providing users with information about those
events. For visual AR systems, event monitoring is
primarily based on user pose (position and attitude
of the user). This information is required to enable
the registration of augmented information to the
user’s view. Registration refers to the process of
combining the user’s view of the physical envi-
ronment with additional information provided by
the AR system. There are several types of sensors
used for tracking, and often a hybrid approach is
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implemented to enable the AR system to operate in
different environments and to provide not only
user position, but also attitude. In the retrieve com-
ponent, event information is used to query the AR
system’s database. Information can be chosen and
sorted according to the restrictions and require-
ments generated from the event data. The inform
component presents the retrieved data in a manner
useful to the user. The format of this presentation
may vary, and could be visual, audible, haptic or
combination of all [1].

3. GEOBASED SYSTEMS

The growing amount of applications relying
on spatial information systems is mainly due to the
availability of these systems to a wider range of
users. This was primarily evoked by the decision
of the U.S. Department of Defense and U.S. De-
partment of Transportation in 1997 that civil users
will have uninterrupted access to the carrier phase
portion of the L2 signal which was only for mili-
tary use prior to that [4]. In addition, the huge
popularity and constantly growing number of users
of smart phones and similar hand-held devices en-
abled to use different geobased systems resulted in
high acceptance of this technology at every day
user level.

The development of the geobased systems
started with the military technologies developed in
1972 when the USAF conducted developmental
flight tests of two prototype GPS receivers using
ground-based pseudo-satellites and continues with
today’s development of Satellite-based Augmenta-
tion Systems (SBAS) all around the world.

The Global Positioning System (GPS) is con-
sisted of 24 satellites orbiting in 6 orbits around the
Earth providing high accuracy and global cover-
age, with a position fix generally available within
60 seconds of turning the receiver on [1]. GPS re-
ceivers for position determination are common ad-
ditions to AR systems that are used in outdoor en-
vironments. There are two improvements to a
standalone GPS receiver that have made GPS
technology suitable for AR applications. They are
Difterential GPS (DGPS) and RTK GPS.

DGPS relies on the establishment of a GPS
base station, which transmits C/A-code pseudo
range corrections to the rover receiver, or the user.
Accuracies of up to 0.3 meters are possible. For
RTK GPS, the carrier phase is used for range
measurement, providing a much more accurate
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satellite range. Using this technique, real-time po-
sitioning at 10 Hz with an accuracy of up to 0.005
meter is achievable [5].

One more enabler in the development of the
geobased systems is the advances in sensor tech-
nologies. The abilities of the sensors have changed
dramatically in the past 15 years, from use of iner-
tial sensors, accelerometers, gyroscopes and com-
pass to the use of Fiber Optic Gyroscopes (FOG)
and Micro-Electo-Mechanical Systems (MEMS).
The advances in production processes of these sen-
sors have provided the ability of having accurate,
small, low consuming and low cost devices. Still,
there is no single sensor available that will provide
all the necessary data for geobased systems. This is
the expected direction of further research and de-
velopment in this technology.

With geobased augmented reality systems the
most important element is to determine user’s po-
sition and attitude (heading, pitch and roll). The
input from the geobased systems is crucial in the
tracking component in the AR systems. Its sole
purpose is to provide information about the user’s
environment. Using GPS technology, it is possible
to determine the position of user’s device with an
accuracy of around 1 centimeter [1]. This surely
depends on the mode and type of GPS equipment
that one will use. Still, by using GPS technology
we can only determine the longitude and latitude of
the user’s device, but we cannot determine his at-
titude. Meaning, the user can be near the historical
monument, and this can trigger to retrieve and pre-
sent information about the monument in vicinity,
while the user is oriented towards the other side
turning his back to the point of interest. That is
why, in geobased systems for augmented reality,
systems for determining the heading, pitch and roll
of the user’s device is of same importance as the
systems for determining the position. Using inertial
sensors and dear reckoning tracking systems the
relative position and orientation of the user’s de-
vice can be determined.

4. GEOBASED SYSTEMS
IN AUGMENTED REALITY

By combining these two technologies users
are provided with a solution that solves number of
issues that neither geobased systems nor aug-
mented reality can solve as single technologies.
This combination provides users with ability to
visually navigate through urban environments, to

visually get information on touristic monuments or
similar points-of-interest, to visually get informa-
tion from various GIS systems and databases etc.

In this paper the system for visual navigation
through the campus of the Faculty of Mechanical
Engineering — Skopje is described. Existing stu-
dents, but more often the new students have diffi-
culties in finding the classrooms, laboratories or
other point of interest along the campus. Since the
campus is consisted of 7 different buildings spread
on an area of approximately 45000 m” often find-
ing the right location of a classroom is difficult if
you do not know which classrooms are in which
building. Also, students often have to find their
way to a classroom fast in order to get to a lecture
on time.

In order to solve the above described problem
a comprehensive solution had to be created. The
solution is consisted of hardware and software with
specifically designed architecture. The system is
designed primarily to assist students to easily find
their way through the campus to various class-
rooms, laboratories, student’s organizations etc.
The systems was developed using only of-the-shelf
software and usual hardware that is used by this
target group.

On the market today a variety of software
packages exist for augmented reality. They are de-
veloped with a main goal to help the users to easily
create an augmented reality scene. Depending on
the level of computer literacy, especially on the
level of knowledge of computer programming, dif-
ferent software is available.

Basically, no matter which of the existing
software for creation of AR scenes is going to be
used the procedure for its use and the design of the
complete system is pretty much the same. One al-
ways needs a personal computer, regardless of its
physical shape (desktop, laptop, tablet or smart
phone). Depending on the AR software used dif-
ferent operating systems are compatible. The ma-
jority of the available software is compatible with
Windows, Android and iOS. The final required
element to create the AR scene is the 3D virtual
object. This can also be video or even a picture. In
order to make the system faster and to lower the
data traffic over the internet, the solution described
in this paper uses pictures with accompanying text
as elements for augmenting the reality (Fig. 1).

The first step, in creating the geobased aug-
mented reality is to define the type of virtual ob-
jects that are going to be used as augmentation of
the user’s reality. As mentioned previously, the
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augmentation can be done using 3D model, a
video, a picture or text, or as in this case, it can be
done using a combination of the above mentioned.
In this case a combination of picture and accompa-
nying text is used. The pictures represent the build-
ing of the campus of the Faculty of Mechanical
Engineering — Skopje, and the accompanying text
describes which classrooms or laboratories are in-
side that building.

’ Making photos of points of interest (POI} l

[ Creating users profile on Hoppla Augmentation ]

[ Adding POI ]

’ Locating FOI l
(latitude and longitude)

[ Adding the augmentation ]

[ Connecting with AR browser (Layar) ]

[ Creating channelin Layar ]

Fig. 1. Flow diagram of creating geo-based application

There are various ways how to combine a
geobased system with augmented reality. In any
case, one has to map data from a GIS system to
data from the augmented reality application (Fig.
2). This is to execute the first component of aug-
mented reality and that is tracking. Since this type
of AR applications are marker-less and used in un-
prepared outdoor environment, the tracking com-
ponent is done by data from the user’s sensors de-
termining the position and attitude.

- “
{1 (indE

-

[ Bk o H
’ Dre-igprr

et Impadil o

Fig. 2. Design and operating diagram of the application
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The system described in this paper is meant
for hand held devices that are equipped with de-
vices for position and attitude determination. In
order to identify the position of the point of inter-
est, in this case the system of Hoppala Augmenta-
tion is used (Fig. 3). Hoppala is a web based entry
point content platform for mobile augmented real-
ity applications. The platform offers seamless sup-
port for the three biggest mobile AR browsers:
Layar, Junaio and Wikitude. Hoppala provides
easy-to-use graphical web interface to create aug-
mented reality contents. It provides a full screen
map interface with ability to add images and 3D
models as augmentations by uploading them to a
personalized inventory.

After creating the content, again using Hop-
pala users can publish their geobased augmented
reality application to all major mobile augmented
reality browsers (Fig. 4). Publishing content on
mobile AR browser today still requires creating
program code, and without any established stan-
dards, content creation not only becomes a tech-
nology decision, but even a platform decision as
well [6].

Next step is to create the application that will
be displayed and operated by user on user’s device.
In this case the application was created using the
system of Layar. Using the web based application
Layar Creator any registered user can create a layer
or a channel that is going to be used by users to
display the augmentations. The Layar Creator of-
fers ability to customize the channel by adding pic-
ture, logo, short and long text description etc. In
addition, it uses metrics for the creators of chan-
nels to monitor the use of the created channel.

After that, the Layar Creator is checking and
verifying the API Url provided by the Hoppala
Augmentaion platform. If the checks are verified,
than the layer can be published. With that, end-us-
ers are able to open the layer on their handheld de-
vice using the Layar app. (Fig. 5).

When the described layer is searched using
the Layar app, the layer basic description is dis-
played on the user’s handheld device. After start-
ing the layer the handheld device displays the
video from the camera showing what is in line of
sight of the user. The app sends spatial data col-
lected by the sensors to the server and queries any
point of interest in vicinity relative to the user’s
position and attitude. After retrieving the data, in-
formation is registered on user’s display augment-
ing the video of the real world displayed on the
hand held device
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Fig. 5. Creating channel using Layar Creator

The layer augments the user’s reality by dis-
playing the pictures of the points of interest along
with text explaining which classrooms or laborato-
ries are located at that building (Fig. 6). At the
same time, the app provides the ability to navigate
the user from the current position to the desired
point of interest either by foot or by car displaying
the distance, needed time to reach the destination.

http://m layar.com/open/mfs Copy link

Fig. 6. Screen shots from application MFS map
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In that way, students can find their way
through the campus in easy manner and fast. With
this tool they can reach their destination on time,
hence they can be in the classroom before the class
starts (Fig. 7).
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Fig. 7. Navigation using application MFS map
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Also, they like using new technologies and
things that make them look more technology
aware. Last but not least, the majority of students
like the design and user friendliness of the applica-
tion. It is simple and it does exactly what is says it
does. The negative aspects of the application are
that users will use it only limited number of times.
Meaning, students need to find their way around
the campus only during their first two weeks of
their first semester. After that, they pretty much
have been in all classrooms and know their loca-
tion on the campus. Using the application after-
wards, when they are acquainted with the campus
is only in rare occasions. The second negative as-
pect is the internet connection. The use of the ap-
plication is fully dependable on access to internet.
The campus has wireless signal, but sometimes it
is weak and users are not able to connect to it. Al-
though, internet is available through the mobile
networks its speed is still very low and the prices
by the mobile providers are still not competitive
for a target group as students.

5. CONCLUSION

This paper presents the basics of geo-based
systems in augmented reality and the ability to use
this technology as an everyday tool. According to
Dan Farber from CBSNews and CNET News “The
next big thing in technology: Augmented reality”.
This statement is getting its verification by every
passing day. The “big thing” is getting even bigger
mostly due to the enormous spread of use of smart-
phones and other smart hand-held devices. Aug-
mented Reality (AR) is looking to be the 8th mass
market to evolve, following print, recordings, cin-
ema, radio, TV, the Internet and mobile, according
mobile industry analyst Tomi Ahonen. The ability
this technology is providing to users is unimagin-
able. Its applications spread each day as more peo-

ple are becoming aware of it and as they start un-
derstand how it can augment their lives.

But still, all this is mainly limited by the key
characteristic of the augmented reality — and that is
how real the virtual objects are presented. In order
for the AR to work, it has to persuade its user that
the virtual and real objects coexist in the environ-
ment. Here is where geometry has to complete its
role. By using various geometric projections a
various level of reality is achieved. It is clear that
best results would be provided by stereo-metric
perspective, but than one should consider the com-
plexity, price and time consumed to produce the
virtual objects for AR. Since this technology is
mostly used by wearable computers and hand-held
devices with limited power of graphical processors
the focus is put on lean methods for providing
geometrical projections that result with virtual ob-
jects that are at the same time real enough and
simple enough.
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Ile Mircheski, Tatjana Kandikjan, Sofija Sidorenko, Petar Simonovski

Institute of Engineering Design, Mechanization and Motor Vehicles, Faculty of Mechanical Engineering,
"SS. Cyril and Methodius" University in Skopje, P.O. Box 464, MK-1001 Skopje, Republic of Macedonia
ile.mircheski@mf.edu.mk

A bstrac t:In this paper, a method in two phases for ergonomic analysis of the seating comfort in the
driver’s seat for passenger vehicles is presented. In the first phase, the comfort seating postures of the driver are ana-
lyzed considering the comfort angles for the placement of human body and necessary space for foot controls in vehi-
cles, as well as the ranges of adjustments of the driver's seat and steering wheel. According to the determined comfort
postures, the seat-human body virtual system is modeled. In the second phase, virtual testing of the seating comfort is
performed with two different body sizes for 50" and 80™ percentiles of virtual mannequins. The results can be used
further to improve the arrangement of the basic comfort components for the driver's seat in vehicles. Virtual solid
model of a driver's body and driver's seat was created, especially for analysis of the pressure distribution on the con-
tact surface of the virtual human body and the seat cushion foam. The virtual testing was performed using software
package ABAQUS, simulating processes with finite element analysis method (FEA). The testing includes variation of
the spatial mechanical properties of polyurethane foam and variation of the male body sizes for 50" and 80" percen-
tiles. The results from the virtual testing were verified experimentally using pressure distribution mapping sensors.
Using to the virtual testing system for seating comfort, design changes of the seat can be introduced and verified.

Key words: Comfort angles; driver's seat; ergonomics; pressure distribution; virtual human model; virtual mannequin

AHAJIM3A HA YIOBHOCTA HA BO3AYKOTO CEJUMIITE 3A TATHUYKHW ABTOMOBUJI
CO CUMYJAIINJA HA ITPOHECOT HA CEJEIBE

AmnmcrTpaxk 1: Bo 0BOj Tpyn e mpe3eHTHpaH METOX KOj COAPKH JBe (ha3W Ha EPrOHOMCKH aHAJIM3U Ha
yIoOHOCTa IPH Ce/leEhe Ha BO3aUKO CEIUIITE Of MAaTHHYKK aBToMoOMI. Bo mpBara ¢asa ce anamm3upanu noioxoara
Ha BO3aYOT IIPH CENCHE U arIuTe Ha MECTONONok0ara Ha YOBEKOBOTO TENO IPH CEAEHE, Kako M IPOCTOPOT
MoTpeOeH 3a YMpaByBauKWTE Meand BO BO3MIOTO, PACIOHOT HA HAroJyBamke HA BO3AYKOTO CEIMINTE U
yTIpaBYBaukKHOT BoJaH. Bo cormacHoCT co ompeneneHuTe yaoOHM MONOKOH € MOJAETHPAaH BUPTYEIHHOT CHCTEM Ha
CeMILITE ¥ YOBEKOBO Telo. Bo Bropara (ha3a e HanmpaBeHO BUPTYEIHO TECTUPAE Ha yJOOHOCTA IPH CElCHE CO ABE
pa3nu4Hu rojeMuHH Ha Teno 3a 50 m 80 mpoIeHTH Ha BUPTYEIHHM MaHEKeHU. Pesynratute Mokar ma Oupar
KOPHCTEHH 32 IOHAaTaMOIITHO M0JI00pyBamke Ha OLEHYBAamhETO HA OCHOBHUTE KOMIOHEHTH Ha YI00HOCTA 32 BO3aUKOTO
cequmre. Kpenpanu ce BUPTYeITHH MO Ha YOBEUKO TEJIO U BO3aYKO CEAUIITE 32 aHAIM3Upame Ha pacnpernenbara
Ha NPUTHUCOK Ha KOHTAKTHATa MOBPIIMHA IIOMEly BUPTYETHOTO YOBEKOBO TEJO M CEAWINTETO Of IOJIMypeTaHCKa
neHa. BupryemHoTo TecTupame € H3BpIICHO co ymorpeba Ha codrBepckmor maker ABAQUS koj cmyxu 3a
CHMYJIHMparme Ha IpoIec co MeTonoT Ha koHeunu enemeHTH (FEA). Tectupamero BKIIydyBa IpOMEHA Ha OJPEACHU
MEXaHWYKH OCOOWMHHM Ha IOJMYypETaHCKaTa IIeHa M IPOMEHa Ha roJeMHHaTa Ha 4OBeKOBOTO Teno 3a 50 u 80
MPOLIEHTH Ha YOBeK. Pe3ynTature of BUPTYEITHOTO TECTHUPAHkE C€ EKCIIEPUMEHTATHO BEPUPHIIMPAHU CO KOPUCTEHE
Ha CEH30pH 32 Mepeme Ha pacrpezienbara Ha IPUTHCOKOT. JIU3ajHEPCKUTE POMEHH KOH Ce IPaBaT Ha CEJUILTETO BO
MPOLIECOT Ha TECTHUpamEe MOXKAT Jja OuAaT MOTBPJACHU U BepUGHIUPAHU CO YNOTpebaTa Ha CUCTEMOT 3a BUPTYEITHO
TeCTHpame Ha yJOOHOCTa IIPH CeeHE.

Knyunn 360poBu: Y 100HU ariy; BO3a4KO CEIUIITE; EprOHOMH]; paclpeenda Ha IPUTHCOK;
BUPTYEJIEH MOJIET Ha YOBEK; BUPTYEIICH MaHUKEH

1. INTRODUCTION safety, performance, interior space, interior design,
] additional equipment and other. The seat comfort
The choice of passenger car depends on a va- is very important issue for the drivers. Long time

riety of factors, such as vehicle type, brand, trend,
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driving usually affects on manifestation of low
back pain or other musculo-skeletal disorders,
caused by the discomfort of the seats. According to
this fact, the expectations of customers regarding
the seat comfort are continuously increasing [1, 2].
The manufacturers of seats for passenger automo-
biles have to respond on market requirements fast
and appropriate and offer seats with higher quality
and comfort.

The process of manufacturing of automobile
seats, from the beginning of product development
until the final fabrication, requires a great amount
of time and financial resources. The manufacturers
of automobile seats usually make prototypes for
testing of the comfort in order to achieve the de-
sired results. Testing with prototypes is time and
money consuming process [3].

The contemporary vehicle development proc-
ess is based on the virtual design of the vehicle
structure and its verification. Using appropriate
software products for virtual modeling of vehicle
structure, as well as software products for simula-
tion of processes and system behavior, the time
required for testing of the new vehicle today is re-
duced. Contemporary testing of new vehicles starts
with virtual testing of virtual models, using virtual
humans. The errors and inconveniences are re-
duced in the early phase. As a consequence, time
and price for testing of new or improved vehicles
are reduced. The final tests are applied on real
models - prototypes.

The first phase of our research is determina-
tion of the basic components of the automobile’s
driver comfort: angles for placement of the human
body and necessary space for the foot controls, as
well as the ranges of adjustments of the driver's
seat and the steering wheel. The second phase of
our research is to determine the influence of varia-
tion of the spatial mechanical properties of poly-
urethane foam, such as thickness and density, and
also the shape of contact surface between driver
and seat, to the seating comfort for automobile’s
driver.

2. DETERMINATION OF THE COMFORT
SEATING AND HANDLING CONDITIONS
FOR THE DRIVER

Sitting of the driver and other passengers, ar-
rangement of all handling devices and controls, as
well as application of all safety regulations and
legislation [4, 5], are very important initial points
in order to perform the overall dimensioning of the
vehicle. The process of design starts with defini-

tion of a user population and with obtaining human
body data.

In order to obtain comfort posture for the
drivers of different sizes, many components of the
vehicle have to be adjustable. Contemporary vehi-
cles are equipped with adjustable seats, adjustable
steering wheel, and adjustable mirrors. Other com-
ponents, like the floor under the foot pedals, are
not yet adjustable, because of the complicated and
expensive mechanisms.

The first part of our research was committed
to the definition of the best position of the seat and
all handling devices in the vehicle. We started with
adoption of comfort criteria and definition of four
different testing conditions with different initial
fixed point: fixed eye point, fixed hip point, fixed
hand point and fixed heel point.

2.1. Adoption of the comfort criteria

The ranges of seat and steering wheel adjust-
ments are directly dependent on the body sizes of
the smallest and biggest representative of the se-
lected user population. The analyses were applied
on two extreme human sizes: 5" percentile woman
and 95" percentile man.

In the case of driver’s work position the
workspace envelope depends on the position of the
driver’s body. Several functional measurements are
very important parameters in the vehicle: the an-
gels in elbow joint, shoulder joint, hip joint, knee
joint, ankle joint and torso orientation (Fig.1).

elbow joint
“shoulder joint
hip joint - torso orientation

ankle joint knee joint

Fig. 1. Parameters of driver’s work position

In order to obtain driving comfort the driver’s
seating posture have to be always in the comfort-
able range [3]. Many researchers during the past
few years have offered their recommendations
about the ranges of comfortable angles [6]. There
are big differences between their recommendations
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about the comfort angles. Some of them recom-
mend discrete comfort angles, and the others rec-
ommend ranges of comfort. Using the fact that
RAMSIS software [7] is specialized for ergonom-
ics in vehicles we decided to adopt the recom-
mended discrete comfort angles included in the
RAMSIS data bases (Table 1).

Table 1
Adopted comfortable angles for the driver’s
seating posture
Torso orientation 27
Angle of shoulder joint 22"
Angle of elbow joint 127
Angle of hip joint 99’
Angle of knee joint 119°
Angle of ankle joint 103

2.2. Examination of the proposed testing concepts

Virtual mannequins of two extreme anthro-
pometric sizes with adopted comfortable posture
were examined in four different testing conditions
with different initial fixed point: fixed eye point,
fixed hip point, fixed hand point and fixed heel
point. The results of the testing were the ranges of
necessary horizontal and vertical adjustments of
the vehicle’s components in order to accommodate
drivers of different human sizes.

The concept of fixed eye point for all anthro-
pometric sizes requires the following adjustments
(Fig. 2):

e adjustment of the seat in the horizontal range

of 43 mm and vertical range of 85 mm;

e adjustment of the steering wheel in the hori-
zontal range of 119 mm and vertical range of

58 mm;

e adjustments of the foot pedals in the horizon-
tal range of 218 mm and in the vertical range

of 129 mm.

The driver’s seat has to be fixed in the vehicle
in the concept of fixed hip point (Fig. 3). This con-
cept for all anthropometric sizes requires the fol-
lowing adjustments:

e adjustments of the steering wheel: horizontal
adjustment of 75 mm and vertical adjustment

of 425 mm;

e adjustments of the foot pedal: horizontal ad-
justment of 175 mm and vertical adjustment

of 44 mm;
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e because of the fixed seat, the eye position
could not be positioned on the recommended
height: missing horizontal adjustment of 31
mm and vertical adjustment of 85 mm.

Fig. 3. Concept with fixed hip point

The steering wheel has to be fixed in the ve-
hicle in the concept of fixed hand point (Fig. 4).
This concept for all anthropometric sizes requires
the following adjustments:

e adjustments of the seat: horizontal adjustment

of 80 mm and vertical adjustment of 44 mm;

o adjustments of the foot pedal: horizontal ad-
justment of 94 mm and vertical adjustment of

72 mm;
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e because of the fixed steering wheel, the eye
point could not be positioned on the recom-
mended height, but it could be neglected be-
cause the difference is only 57 mm.

Fig. 4. Concept with fixed hand point

The concept with fixed heel point proposes
fixed foot controls (Fig. 5). This concept for all
anthropometric sizes requires the following ad-
justments:

e adjustment of the seat: horizontal adjustment
of 173 mm and vertical adjustment of 58 mm;

e adjustments of the steering wheel: horizontal
adjustment of 97 mm and vertical adjustment
of 87 mm;

e because of the fixed foot controls, the eye
point could not be positioned on the recom-
mended height. The difference of 143 mm
could not be neglected.

The concept with fixed heel point was ac-
cepted as a concept with the best balance between
function and driver’s comfort.

Fig. 5. Concept with fixed heel point

2.3. Improvement of the selected concept

In order to ensure perfect visibility on the
road the eye points of all of the anthropometric
sizes have to be placed on or over the line that
touches the front profile of the car’s shell. The vis-
ual line can be defined as a tangent line over the
front profile of the car’s shell that begins in the eye
point of a 95" percentile man. The anthropometric
size of 95™ percentile man has a best view as a re-
sult of his highest eye position in comparison with
other anthropometric sizes.

In order to obtain a good driving comfort the
positioning of the pedals for foot controls has to be
in accordance with the comfort knee angle. Several
situations of different leg positions, as a result of
different pressing forces applied on the pedals
were also examined.

The first examined situation was: the right
foot in pressing position on the acceleration pedal
and the left foot in relaxing position. The results
were: comfort positions of two legs and no prob-
lems with the visual control (Fig. 6). The problem
appeared in the case of clutch pressing: the angle
in the left knee was 180°, not comfortable (Fig. 7).

Fig. 7. The problem with clutch pressing

Mech. Eng. Sci. J., 31 (1-2), 41-51 (2013)
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The second examined situation was: the right
foot in pressing position on the acceleration pedal
and the left foot in pressing position on the clutch
pedal.

Both of the models are not acceptable for the
final concept: the first one is too far from the ped-
als, the other one is too close to the pedals. In the
first case the left leg is too extended — the knee
angle is 180°, in the second case the right knee an-
gle is 90° (Fig. 8). The final decision about the po-
sitioning of the pedals was obtained as result of
taking into consideration the importance of the
right foot control. Because of the long duration of
the pressing position of the right leg on the accel-
eration pedal, the comfort angle of the right leg in
pressing position have to be the initial point.

The left leg is used temporarily for pressing
clutch pedal and it’s not necessary to obtain com-
fort angle. After the examination of two extreme
anthropometric sizes, the obtained knee angle for
the left pedal was 150° as an acceptable solution.

Fig. 8. The second examined situation

Fig. 9. Final concept
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Finally, the concept with fixed heel point was
accepted with initial comfort angle for the right
leg. According to the fact that the determined ad-
justable ranges for the seat and for the steering
wheel obtain perfect vision control for all anthro-
pometric sizes, all of the ergonomic criteria for the
accepted concept were fulfilled.

3. VIRTUAL MODEL OF HUMAN BONES
AND MUSCLES

Geometric data of virtual models of human
are taken from the data base of the software mod-
ule Human Builder in Catia [6—8]. The virtual hu-
man model is composed of two parts, muscle tissue
and skeleton. The human skin is not taken in the
analysis because it is geometrically very compli-
cated and has small impact on the results of the
pressure distribution analysis [9]. The geometry of
the skeleton is simplified with the aim to reduce
the time needed for calculation of the numerical
model with FEA, but the model should not be
oversimplified because it will influence the validity
of the received values from pressure distribution.
Pelvis, femurs and simplified model of skeleton
from virtual model of human are shown in the Fig-
ure 10. The FEA model for numerical calculation
is represented with the meshed model of the human
with the characteristics of muscles tissue and
bones. The mesh is created with tetrahedron ele-
ments, which are suitable for complicated geomet-
ric models.

Fig. 10. Geometrical representation of part of virtual model
of human — pelvis, femurs and simplified muscle tissue

The mesh of human muscle tissue is com-
posed of smaller finite elements than the mesh of
simplified model of human skeleton (Fig. 11). The
human skeleton is not the goal of this analysis. The
goal of the analysis is the human muscle tissue
where the real contact with the seat occurs, and
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from where the values for pressure distribution are
read.

Ao
2
-

)

Fig. 11. The FEA mesh model of the seating human

For human bone structures, the skeleton is as-
sumed to be a rigid body. The human skeleton is a
rigid body because the bones are not being de-
formed when the human body is in the seating po-
sition.

The influence of clothing on the pressure dis-
tribution is very low and is excluded from the
model.

Few of the authors that worked with virtual
testing of human muscle tissue are (A. Siefert, S.
Pankoke, H. P. Wolfel [10]; and Verver, M. [11]).
The authors give different kinds of definition of the
human muscle tissue. Verver, M. [11] in her doc-
toral dissertation describes the parameters which
define the non-linear mechanical behavior of hu-
man muscle tissue with the software package
ABAQUS [12-15], with hyperelastic isotropic ma-
terial model of Mooney — Rivlin. The strain energy
function is defined by [11] as:

2

W= A4,(J,=3)+ 4, (S, =3)+ 4 (J;* 1)+ 4,(,-1)
e)
where J,, J, and J; are the invariants of the right

Cauchy-Green strain tensor. The right Cauchy-
Green strain tensor is defined by [11]:

C=F"-F, 2)

where F is the deformation tensor. J,, J, and J,
have been defined [9] as:

J, =trace(g),
J, =%(trace2 (Q)—trace(g)z), 3)
J, =det(§).

The second Piola-Kirchhoff stress tensor is
obtaineds by differentiating the strain energy func-
tion W with respect to the right Cauchy-Green
strain tensor [11]:

S=2—+o. “4)

The material parameters 4; and 4, are func-
tion of the coefficients 4, and 4, :

1

and
4(5v-2)+ 4,(11v -5)
A4 =
2(1-2v)

&)

The values for 4,, 4, and v have been set to:
4, =0.00165 MPa, 4, =0.00335 MPaand v =0.49.

These values for material parameters are used by
Verver, M, [11].

The value for density of human muscle tissue
is defined with volume and body mass. The density
of human muscle tissue is 0.0026 kg/m’.

4. VIRTUAL MODEL OF DRIVER’S SEAT
CUSHION WITH CHARACTERISTICS
OF THE USED MATERIALS

The driver’s seat for passenger automobile
consists mainly of three parts: seat cushion, seat
back and head restraint. In the Figure 12, the seat
cushion assembly is represented with the sheet
metal holder and the polyurethane foam. The poly-
urethane foam from the seat cushion is placed on
the sheet metal holder. The sheet metal is with
thickness of 1 mm and is supported by the seat me-
chanical structure on four small perpendicular sup-
port area.

The driver’s seat cushion for the driver's seat,
shown in Figure 12, is made by Johnson Controls.
The geometrical data are used for the analysis of
the influence of the thickness and density of the
polyurethane foam on the seating comfort.

Fig. 12. Sheet metal holder and the foam from seat cushion

The investigation begins with a virtual model
of the seat cushion which is the same with the real
seat, shown in Figure 12. The virtual model of the
seat cushion in Figure 12 is shown in Figure 13. In
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Figure 13 we can see also two elliptical holes,
which have a significant influence on the seat com-
fort. In the Figure 14 the dimensions of the seat
cushion are shown.

Fig. 13. Virtual model of seat cushion

The meshed model with tetrahedron elements
is prepared to be used in FEA. The meshed model
of the seat cushion, which corresponds to the vir-
tual model of the seat in Figure 13 is shown in Fig-
ure 15.

The influence of covering on the pressure dis-
tribution is very low and is excluded from the
model.

Fig. 14. Dimensions of the seat cushion

Fig. 15. The meshed model of seat cushion
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As means for the description of foam materi-
als in ABAQUS [12-15], a hyper-elastic law is
used. The elasticity of the material is described via
the potential energy U of elastic deformation. The
applied potential function for foams (Eq. (6)) con-
siders nearly full compressibility of polyurethane
foams.

Strain energy potential of compressive foams
is computed as Ogden function:

U= ii—’;[(@a A A 3)+"%(J“'ﬂ" - 1)} . (6)

The potential energy U is defined by the fol-
lowing parameters: g, are the coefficients of initial
shear modulus, 4,_; the principal stretches, «; the
standard material parameter, S; the coefficients for

degree of compressibility and J the elastic volume
ratio. The free material parameters y;, «; and g,
are determined experimentally, with the average
values out of loading and unloading.

With bold line in Figure 16, are represented
the nonlinear characteristic of polyurethane foam
which is described with Ogden function with
N=1,u=10 kPa, « =8 and Ogden function with
N:2, 0!1217,4 ﬂ1:18,3kPa, 0!2:—2,0,
M, =0,21kPa and Poisson radio v =0 [16].

Stress IMPal

0 I | I | I 1 I | I | - L—p»
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Strain

Fig. 16. Nonlinear characteristic for flexible polyurethane
foam [16]

Ogden function from second degree with
N =2 is used for description of nonlinear behavior
of flexible polyurethane foam [12].

The density of polyurethane foam is given
from the manufacturer Johnson Controls Inc. and is
50 kg/m’.
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5. MEASUREMENT EQUIPMENT AND
TESTING OF THE MODEL

5.1. Measurement equipment

For obtaining of pressure distribution in the
contact surface between the driver’s seat and the
driver the equipment from manufacturer XSEN-
SOR Technology Corporation is used. The meas-
urement equipment consist of few elements such
as: sensor platform X3 PRO, sensor pad for meas-
uring of pressure distribution, Mini — B USB cable,
12 VDC 3.75 A AC/DC power supplier, electronic

XSENSOR Software
—_

Mini USB Connector ﬁ

XSENSOR et

Innovatars in Pressure Imaging

for connection of sensor pad and PC, X3 node, PC
and software XSENSOR — X3 MEDICAL v6.0
used for data acquisition. The sensor pad is of type
PX100:36.36.02 composed of a seat sensor with
resolution of 1296 sensible points, with excellent
flexibility and endurance. The measurement pres-
sure range is between 10 — 200 mmHg. The resolu-
tion of pressure measurement is 1,27 cm. The ele-
ments which are included in the measurement
equipment for measuring of pressure distribution
between two bodies in contact are shown in Figure
17.

Adaptor Cord

Sensor Pad

Fig. 17. XSENSOR — X3 PRO system for measuring of pressure distribution

5.2. The results from the experimental measuring
and virtual testing

For measuring of the pressure distribution be-
tween the driver’s seat cushion from passenger
automobile and the man, we use the seat described
in Figure 12. The measuring is performed with
men from 50" and 80" percentile. The human
weight of 50" percentile man before the testing
was 71 kg and for 80" percentile man was 78.5 kg.
The measured weights are the same with the
weights of the corresponding virtual models. Be-
fore the measuring the participants were seated
according to the comfort angles. The measured
pressure distribution and the values for maximum
contact pressure are shown in Figure 18.

The boundary conditions in the simulation are
defined on the seat geometry. In reality, the seat is
fixed from below on four supports (in precisely

defined areas) located on the sheet mental. The
fixing is defined with translations and rotations
equal to zero.

The initial conditions in the simulation is de-
fined for the time ¢ = 0 s. In the initial moment of
the simulation, the virtual model of the human is
placed above the seat without a contact between
them, and the initial speed is set to 0.

The loading condition in the simulation is de-
fined with gravity of 9810 mm/s”.

The contact between the virtual model of hu-
man and the seat cushion is defined with selecting
of surfaces that come in contact. In reality, there is
friction between contact surfaces. The coefficient
of friction between contact surfaces is 0.75 and is
obtained experimentally [16].

The pressure distributions on the seat contact
surface resulting from the analyses for 50" (left)
and 80" (right) percentile are shown in Figure 19,
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Prax =114.7 mmHg = 15.29 kPa

Fig. 18. Pressure distribution between seat cushion and participants from 50" and 80™ percentile
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5 Hize=s
[Ewg: T5%)

+ 6. 250= 400
+5 O00=+D01
+ 1. 750m 0]
+2 Z00= 401
+1.2500 03
+1.288=-27

a)

Pax = 129.61 mmHg = 17.28 kPa

Statistics

Pressure Legend

5 Hoe=

[Bwg: T5%)

[Pa]

+1.695a+0d
41554404
+1.41]=+0D4
+1.271=+Dd
+1.110=+0<d
+% BEE=+D]
+E 4TE=+ 0]
+7. DEJe+00
+5.B50=+00
+4.2]Ea+D]
+ 25252401

+1.411=+01
+6.14E=-2E

Prnax = 16950 Pa =16.95kPa

b)

Fig. 19. Pressure distributions on the contact surface of virtual seat cushion and virtual model of human from
a) 50" and b) 80" percentile

The experimental values of the maximum
contact pressure in the contact surface between the
seat cushion and the human are given in Table 2.
The measured values are close to the values ob-
tained from the virtual testing.

The human skin and seat cover are not con-
sidered in the virtual testing. For this reason, there
is a difference in the results obtained from the ex-
periment and the virtual testing of about 2%. This
difference is small and approves the use of the vir-
tual model instead of the experimental testing of
seat prototypes.
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Table 2

Values for maximum contact pressure

Human Maximum contact Maximum
percentile pressure from contact pressure
experimental from virtual
measurement (kPa) testing (kPa)
50th percentile 15,29 15,00
80th percentile 17,28 16,95
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6. INFLUENCE OF THICKNESS
AND DENSITY OF POLYURETHANE FOAM
ON THE SEATING COMFORT

According to the data found in literature [16],
comfortable seats are seats with max contact pres-
sure less from 12 kPa.

For the seat geometry shown in the Figure 13
and 14, the influence of the foam thickness on the
maximum contact pressure is examined using the
virtual models of the seat and human from 50" and
80™ percentile. The initial seat has foam thickness
of 70 mm. If the foam thickness is reduced to 60
mm, 50 mm, and 40 mm, than the contact pressure
increases, first slowly and than rapidly, such as
shown in Figure 20.
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Fig. 20. Relationship of maximum contact pressure
and seat cushion thickness

To examine the influence of the density of the
polyurethane foam on the contact pressure, six vir-
tual testing for design shown in the Figure 13 and
14 are performed with the foam thickness of 70
mm. The results obtained from virtual testing of
six virtual models of seats with density of 30
kg/m’, 40 kg/m’ and 50 kg/m’ and two types of
virtual models of human from 50™ and 80™ percen-
tile are shown in Figure 21.
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Fig. 21. Relationship of maximum contact pressure
and density of the polyurethane foam

7. INFLUENCE OF SHAPE FROM CONTACT
SEAT SURFACE ON THE SEATING
COMFORT

With changing of the seat design is known
that pressure distribution map and value of maxi-
mum contact pressure also are changing. In the
Figure 22 is shown car seat, which has same di-
mensions as seat shown in the Figure 13, with cor-
rection in upper contact surface of the seat. On the
upper seat surface which is in contact with virtual
model of human is add more material from poly-
urethane foam. For seat design shown in the Figure
22 four virtual testing are made, with different den-
sities of the polyurethane foam at 30 kg/m’ and 50
kg/m® and with 50" and 80" percentile of manne-
quin.

Fig. 22. Virtual model of new seat cushion

Maximum contact pressure in the contact be-
tween virtual model of seat and virtual model of
human is reading from pressure distribution map.
In the Table 3 is given preview of obtained results
with change of upper contact surface of seat.

Table 3 shows that for lower density of poly-
urethane foam are obtain lower maximum pres-
sures of contact surface of seat. It can also be con-
cluded that for lower density of polyurethane foam
have greater difference in maximum pressures for
50™ percentile and 80™ percentile of human.
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Table 3

Maximum contact pressure for virtual model
of seat shown in Figure 22

Human percentile Virtual model of seat with density

of polyurethane foam from:

30 kg/m® 50 kg/m’
50t percentile 5,05 kPa 7,85 kPa
80™ percentile 8,43 kPa 10.83 kPa

With comparing of values of maximum con-
tact pressure from Table 3 is shown big difference
in results. So, with adding of material on the upper
surface on the seat also as shown in the Figure 22,
value of maximum pressure is reduced for about
50%. The design has significant impact on pressure
distribution map and value of maximum contact
pressure.

8. CONCLUSIONS

The virtual testing of seating process in
driver’s seat for passenger automobile allows fast
and simplified review of the phenomena that occur
during the seating. This virtual testbench provides
a mechanism for investigation of new design ideas
for new types of seats. Using this virtual testbench,
the new design of seat can be validated in the
product development phase, thus avoiding the fi-
nancial costs and saving time for making physical
prototypes.

The influence thickness of the seat cushion
foam on the maximum contact pressure is exam-
ined. From the diagram shown in the Figure 20, it
is obvious that with reducing of the foam thickness
below certain limit value, the seating comfort is
deteriorating gradually.

The foam density has an important influence
of the value of the maximum contact pressure. As
shown in Figure 21, with reducing of the foam
density the value of the maximum contact pressure
is decreasing slowly, and with that the seating
comfort is improving.

Mauw. unoc. nayu. ciuc., 31 (1-2), 41-51 (2013)

The design has significant impact on pressure
distribution map and value of maximum contact
pressure. With local adding of material corre-
sponding with seat design, shown in Figure 22, we
can greatly affect on the value of maximum contact
pressure between virtual models of seat and human
in order to improve seating comfort.
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A bstrac t: Sudden change in the velocity of fluid induces substantial increase or decrease of pressure
which are transmitted through the system with speed equal to the speed of sound. When it comes to incompressible
fluid flow, pressure surges and consequences are described with process called water hammer. Water hammer can be
result of normal system operation, such as valves closure, pumps and turbines turning off, turbine regulation, as well
as abnormal system operation such as electrical defect or emergency shut-down of operating elements (turbine run-
away). Characteristic of water hammer is dull humming sound and can result in catastrophic component effect. Be-
cause of this, possibility of water hammer appearance in the system has to be considered during the system design
and determine the normal operation conditions of elements. The main aim of this paper is to analyze and to determine
conditions for water hammer appearance in hydraulic systems. Mathematical model of system is presented and solu-
tion of water hammer is made in conditions of quicker closure the valve and turbine guide vanes closure. Several so-
lution are performed according to method of characteristics and numerical simulation with specialized software pack-
ages. Also, analysis and validation of results obtained is made.

Key words: water hammer; pressure wave speed; method of characteristics; numerical simulation;
hydroelectric power plant

AHAJ/IM3A HA XUAPAY/INYEH YIAP CO IPUMEHA HA METOJOT HA KAPAKTEPUCTUKHA
N HYMEPUYKA CUMYJIAIIUJA

AmnmcTpaxk 1 [Ipn Harla mpoMeHa Ha Op3uHaTa Ha CTpyewme Ha (UIYHJIOT CC MHULIUPA 3HAYUTEIHO
3roJIEMyBamb€ WIIM HaMallyBambe Ha NMPUTHCOKOT, KOj Ce IMMPHU HHU3 CHCTEMOT CO Op3MHa e/lHaKBa Ha Op3uHATa Ha
npocTupame Ha 3BYKOT. Kora craHyBa 300p 3a cTpyeme Ha HekommpecuOwieH Guiyna, yaapHuTe OpaHOBH Ha
HPUTHCOKOT M HACTAHATHTE I0jaBU CE€ ONMIIYBAaT CO MPOLEC HAPEUeH XHIpayJInyueH yaap. XUIpayInuHHOT yrap
MOXe Ja HacTaHe KaKo IIocie[ulla Ha HOpMajHa paboTa Ha CHCTEMOT, Ha IIPUMEp 3aTBOpAame HA BEHTHIIH,
HCKIIy4yBame Ha ITyMIIH, perynalyja Ha TypOUHM, WIN IIPH yCJIOBH Ha HENPaBHJIHA paboTa Kako IITO Ce eNeKTPHICH
nedexT miM HYXHO HCKIydyBamke Ha paboTHHTEe eneMeHTH (mober Ha TypOuHa). XHApayIWIHHOT yaap ce
KapakTepu3upa CO Tal IIyM M MOXeE Ja pe3yJTHpa cO KaracTpo(alH{ IOCICAUNN Bp3 PaOOTHHUTE CIEMEHTH Ha
cucteMot. [Topaay Toa MOXHOCTA OX TI0jaBa Ha XHUAPAYIMYEH yJaap BO CHCTEMOT MOpa Jia ce MMa BO MPEABHUJ IIPH
MPOCKTHPABETO U OIPEASIYBAHbETO Ha HOPMAIHM YCIOBH Ha paboTa Ha paboTHuTEe eneMeHTH. OCHOBHATA Liel Ha
OBOj TPYZ € 1a Ce HalpaBH aHAIW3a M Ja Ce OIpenenaT yCJIOBHTE NPH KOMW HACTaHyBa XUApAyJIH4YeH yaap BO
XuApayJIM4HuTe cucteMu. [IpeTcTaBeHO € MaTeMaTHYKO MOJECNIHPAme Ha CHCTEMOT M W3BpIIEHA € NpPEecMeTKa BO
yCJIOBH Ha paboTa NpH I0jaBa Ha XUAPAYJIMYEH yaap NOpaJu Harjlo 3aTBOpame Ha BEHTW M HArJIo 3aTBOPAmE HA
JIONATKUTE Ha CIPOBOJEH amaparT Kkaj TypOuHa. IIpecMeTkuTe ce M3BpHIEHH CO IPHMEHa Ha METOAOT Ha
KapaKTepPUCTUKH ¥ HyMepHUKa CHUMyJallija co CIennjaIu3upan copTBepcky nakeT. HaenHo, e u3BpiieHa ananmsa u
BepuduKalmja Ha JOOUCHUTE PE3YJITATH.

Kityunu 360poBu: xupipayiauyeH yaap; Op3uHa Ha Iponaraiyja Ha IpUTHCOK; METOJl Ha KapaKTEPUCTHUKH; HY-
MepuyKa CUMYJalfj; XU[poelieKTpaHa
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1. INTRODUCTION

Water hammer is result of sudden change in
flow velocity that results in large increase of pres-
sure. For example when flows velocity changes
suddenly, kinetic energy of fluid is transformed in
potential energy result of which is pressure in-
crease up to a point that can cause large tensile
force in the pipe walls cross sections. This change
of pressure spreads as a wave through the pipeline
with speed equal to the speed of sound, i.e. pres-
sure wave speed.

Reasons for flow velocity change can be dif-
ferent regimes of operation such as closing of
valves, normal turning off of turbines and pumps,
turbine regulation and shutdown of the system
components because of defect. Because of this,
investigation and ability to prediction water ham-
mer conditions is of great importance during the
hydraulic system design.

GOVERNING EQUATION
OF WATER HAMMER

Application of Newton’s second law of mo-
tion to the case of unsteady flow of a incompressi-
ble fluid in an elastic pipe leads ultimately to the
momentum equation [1]:

8_H+v v @+M—|V|:O

7t ()
ox oH or 2D

8
In accordance with conservation of matter
law, the continuity equation is obtained in the
form, [1]:
oH oH a2ov

yv—+——vsina +
ox ot gdx

0. )

In equations (1) and (2), v is average velocity
of flow, H denotes the piezometric head at the cen-
treline of the pipeline at location x and time ¢, D is
the pipeline diameter, A is the friction factor in the
Darcy-Weisbach formula [2], x is the distance
along the centreline of the pipe, a is the angle be-
tween the horizontal and the centreline of the pipe,
g is the gravity acceleration and a is pressure wave
speed. The positive direction for flow velocity is in
direction of x axis.

Equations (1) and (2) represent governing
mathematical models that describe water hammer
and they represent hyperbolic partial differential
equations with two dependent variables v and H,
and two independent variables x and ¢.

All methods of water hammer solution begin
with these two governing equations. Following
assumptions were made during their derivation:

e The velocity and the pressure are equal
through whole cross section of the pipeline,
i.e., one-dimensional model is used.

e The pipeline is full of liquit at all times.

e In equation (1) the effects of density varia-
tion is neglected.

o Friction factor A is calculated for staecdy flow
apply to unsteady flow.

e Angle a = 0, i.e. axis of pipe is in direction
of x axis.

Pressure wave speed is calculated according to
following equation [3]:

e Kl 3)

In equation (3) K represents bulk modulus of
elasticity of the liquid in the pipe, p is density of
the fluid, £ is young’s modulus of material that the
pipes are made of, J is pipe equivalent wall thick-
ness, c; is a coefficient that takes in consideration
the type of the pipeline stiffening, i.e. [3]:

Case 1: For pipeline that is stiffened on one
end only, ¢; = (1 — w)/2.

Case 2: For pipeline that is stiffened on two
ends, ¢; =1 —,uz.

Case 3: For pipeline that is not stiffened
C1 = 1.

In ¢ expressions, u represents Poison’s ratio
that depends on material that pipes are made of.

METHOD OF CHARACTERISTICS

Method of characteristics as numerical
method of unsteady flow solution provides trans-
formation of the hyperbolic partial differential
equations in ordinary differential equations i.e.
their transformation in characteristic form and de-
termining equations of characteristic-line in x-¢
plane in which ordinary equations apply. If mo-
mentum and continuity equations transformed in
simpler form are represented as L, and L, [4] then:

00 OoH A

Li=—+gA—+
ot Oox 2DA2

olojl=0, (¥
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% _o. (5)

The linear combination of equations (4) and
(5) Ly + ¢L, = 0, result are two pairs of ordinary
differential equations:

. 0 A dH A
C {—Q+g——+ oloj=0, (6)
ot a dt 2 DA>
Ox
= =ta, 7
{8t +a (7
_ 0 A dH A
c {_Q_g__+ olo]=0, ()
ot a dt 2 DA>
Ox
—=-qa. 9
{at a ©)

In this way two real values for ¢ = £1/a are
used for transformation of the two hyperbolic par-
tial differential equations in two ordinary differen-
tial equations, equation (6) and (8), which are true
only when equations (7) and (9) are true.

For easier solution x-¢ plane is created, in
which ordinary differential equations are presented
with characteristic lines. In most cases, pressure
wave speed in incompressible fluid flow is con-
stant, so equations (7) and (8) in x-¢ plane give ap-
proximately straight characteristic lines with slope
dx/dt = +a (Fig. 1). These lines in x-f plane repre-
sent characteristic straight lines with slope a and
equations (6) and (8) are applicable.

A Ax=air B
—— —

Fig. 1. Characteristic lines in x-¢ plane

Equations (6), (7), (8) and (9) can be solved
with numerical method if initial and boundary
conditions are known. With finite difference
method differentials dh, dv, dx, and dt are replaced
with finite differences Ak, Av, Ax and At. These
equations are applicable for characteristics C* and
C that can be presented in x-f plane. Length of
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pipeline L is divided in N equal parts, each with
length Ax (Fig. 2).
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Fig. 2. Families characteristic curves (MOC)

Time step for calculation is A¢ = Ax/a. Line
AP (positive characteristic) represents diagonal in
the matrix and equation (6) is applicable. If de-
pendant variables v, and H, are known (initial and
boundary conditions), then equation (6) is applica-
ble for positive characteristic C", that can be inte-
grated between A and P, in such way result is
equation with two unknown variables v» and Hp in
point P. Line BP (negative characteristic) repre-
sents diagonal in the matrix for which equation (8)
is applicable.

By integrating equation (8) that represents
line BP, with known conditions in point B (v and
Hjg) and unknown in point P, result is the other
equation with unknown variables in point P (v, and
H, p).

By transformation of equation (6) with ex-
pression adt/g = dx/g, and if flow velocity is ex-
pressed through discharge (Q = vA4), equation (6)
can be presented in a form suitable for integrating
along the positive characteristic C", result is [4]:

IdH+g—idQ+ ;AZIQ|Q|dx:o. (10)

By integrating of equation (10) along positive
C" and negative characteristic C", between A and P
and between P and B limits respectively we get:

H,—H,+-(0, QA)+ QAlQAl—o (11)
gA

Hy—H,+-(0,-0,)+-2 QBIQBI—O (12)
gA

2gDA

Equations (11) and (12) are basic algebraic
equations for calculating the flow velocity and
pressure change during unsteady flow of liquid
(water hammer).
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CASE STUDIES

In this paper the main aim is to analyze the
condition of water hammer for systems with dif-
ferent hydraulic configuration.

a) Case study 1#: Elementary plant

Configuration of this hydraulic system, so
called “elementary plants* consisting of reservoir-
pressure pipeline-valve (Fig. 3) is shown in Table
1.

Reservoir

Pressure pipeline

Valve

Fig. 3. Case study 1# (reservoir-pressure pipeline-valve)

Table 1
System configuration case study 1#

Reservoir Pressure pipeline Valve

Hy=150m L=660m D,=0.6m
D=0.6m 7 =£(t)
A=0.03 (c)o = 0.0465
a=1219 m/s 0,=0.47m’/s

Such systems can be found in all water supply
systems, but the water hammer investigations are
particularly important for hydroelectric power
plant’s penstocks.

Pressure pipeline is made of steel and is stiff-
ened at both ends (case 3, ¢;=1 — %) and in accor-
dance with it, pressure wave speed calculated with
equation (3) is @ = 1219 m/s.

Valve closing schedule 7(¢) (Fig. 4) is given
with following equation:

r(,)=1—[’;’sJo.75. (13)

c

In equation (13) ¢, represents valve time at the
start of the closure and . is valve closure time.

1,0

(IX]] 1,0 2,0 3.0 4,0 5.0 6,0
Time, s

Fig. 4. Valve closing schedule

Valve discharge coefficient (cy) depending on
closing schedule is given on Fig. 5 or with equa-
tion [5]:

D (14)

C =7C =
() 0(0) A\/Zg_H

0,05

0,04
< 003
~

0,02

0,01

0,00
0.0 0,2 0.4 0,6 0.8 | 1]

T
Fig. 5. Valve discharge coefficient

Pressure losses in the valve are defined with
equation, [5]:

- ZQV sz . (15)
cp284;

In equations (14) and (15) Q, represents dis-
charge at the fully opened valve, H is hydrostatic
pressure (head) before valve with discharge Q,, 4
is surface of valve cross section at Oy, Ay cross
section of valve at Q,, O, and ¢, represent values
of discharge and discharge coefficient depending
on valve state of openness.

a.1) Solution by method of characteristics
(case study 1#)

Water hammer solution by characteristic

method (MOC) starts with equations (6), (7), (8)
and (9) expressed as finite differences, while we
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assume that losses are concentrated at the end of
the pipeline [4]:

o M@ (16)
AQ g4
{Ax
—=+a,
At
C A_h:_i’ (17)
AQ g4
Ax
—=+4aqa.
i

Equations (15) and (16) define straight lines
in diagram [Q H] with slope +a. Calculation is
made for closing the valve for time ¢. = 3.5 s. Cal-
culation is performed in two diagrams [x,7] and
[O,H] and is based on observation of movement
(path) of two points A and B in time, respectively
for reservoir and valve (Fig. 6), [6].

r i

-1" —

-

Reservolr  «—

Fig. 6. Diagram [x,7]

Movement of points A and B is with speed
equal to the wave speed according to the charac-
teristic lines in diagram [x,], in forward and back-
ward direction towards characteristics of valve #,
(eq.18) and characteristics of reservoir (Hy— /.)/H,.

Equation of valve characteristic is:

__ 919,
' cE2gHA?

(18)

By combining the path of these two points of
diagrams [x,7] and [Q H], pressure and discharge
time evolution is attained (Figs. 7 and 8).
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Fig. 7. Graphical solution by MOC
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Fig. 8. Time evolution of the head and discharge at the valve

Maximum amplitude of the pressure can be
seen on the diagram at instant closure of valve
through characteristic line that starts from point A
(relates to steady regime of work for discharge Q)
up to the vertical axis H/H,.

Maximum pressure for rate of closure ac-
cording to equation (13) is H,.(7) = 1.42H,
I:‘ and appears at time ¢ + 2L/a (s). Critical
time of the valve closure is t,, = 2L/a = 1 s

and is called phase of water hammer at the valve.

From the calculation following can be con-
cluded:

e Valve closing faster than the critical time (7. <
t.-) induces maximum pressure H.,, or real
water hammer.

e In order to prevent water hammer time of the
valve closing needs to be longer than critical
time (¢.> t.,).

For minimal pressure at the valve value of
Hin(7) = 0.75H, is calculated.
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Maximum pressure for quicker the valve clo-
sure is Hp.x = 2.94H, (real water hammer).

This value of pressure is adequate to value the
calculated according to Zhukovski [8]:

Hyox = Hy— h00) + avg/g=442.5m  (19)

a.2) Solution by numerical simulation
(case study 1#)

For numerical simulation software package
WHAMO (Water Hammer and Mass Oscillation)
is used [5]. This simulation software uses an im-
plicit finite difference method for calculating time-
varying flows and pressures in the hydraulic sys-
tems (hydroelectric power plants, pumping facili-
ties, jet fueling systems, wastewater collection sys-
tems, etc.).

Numerical techniques used to approximate
water hammer partial differential equations can be
classified as implicit or explicit. Implicit methods
generally require simultaneous solution of a set of
equations while explicit methods can be solved
directly. Explicit methods are constrained accord-
ing to hydraulic system geometry to work at com-
putational time steps which are typically very
small, while the implicit methods are not so con-
strained. Implicit methods require greater compu-
tational effort per time step because of the neces-
sity of solving simultaneous equations.

The amount of effort required for a simulation
can be reduced with WHAMO by varying the
length of the time step during the simulation. Any
initial, high frequency water hammer response in a
system should be modelled with short time steps,
but in simulations where the water hammer dissi-
pates and mass oscillation becomes predominant,
the time step can be greatly increased during the
simulation with no significant loss of accuracy [5].
The main assumptions of numerical model (one-
dimensional flow) in WHAMO are the same as
those shown in heading II.

First, for simulation, minimum time step At
needs to be determined for iterative calculation.
This time step is determined from condition of
complying to the Lewy-Courant [7] criteria, that is
Cr<1:

At < LAa-N) = 660/(1219-50) = 0.01 s. (20)
Cr number must be less than 1:
Cr=a-At/Ax = 1219-0.01/14 = 0.87 < 1. (21)

In equation (20), N represents number of seg-
ments that pipeline is divided in, while Ax is length
of one segment.

The simulation parameters are summarized in
Table 2.

Table 2

Simulation parameters

N At (s) t(s)  a(ms) C,
100 0.001 3.5 1219 0.2

Results of the numerical simulation for same
rate of closing (eq. 13) are given on Fig. 9.

It can be seen that maximum pressure appears
at time (¢, + 2L)/a with H,,,(tr) = 1.42H, and mini-
mum pressure value at the valve is Hy(r) =
0.72H,. After valve closure time ¢. discharge
through the valve O, decrease until zero, involve
large head (pressure) pulsations and excessive
mass oscillations in the pipeline.

1.6

14 H/H, WHAMO

12

1.0

0.8

0.6

0.4

0.2

3
F
0.0 - i we BE
(9 \/ )
[V} A i

~.J
.

-0.2
00 20 40 6.0 80 100 120 14.0 160 18.0 200 22.0 24.0 26.0

Time, s

Fig. 9. Time evolution of the head (H), the discharge
at the valve Q, and discharge at the reservoir Qg

Numerical simulation results are compared
with the simulation results obtained by MOC (Fig.
10).

— O

- = = = WHAMO

0.8
0,6
04 |
0,2

o

-0,2
0,0 1.0 0 3.0 4,0 5,0 6,0 7.0 8.0 2,0 10,0

Time, s

Fig. 10. Comparison of the results calculated by MOC
and WHAMO
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Figure 10 shows the comparison of the time
evolution for head at the valve and discharge at the
reservoir. It can be seen that results obtained by
numerical simulation show good agreement with
the ones obtained with method of characteristics.

Very important is that the value of maximum
pressure at the valve (water hammer) are getting
the best agreements of the results (deviation from
1.4%, MOC: Hyox = 1.41H,, WHAMO: H,.x = 1.43
H,).

Results from numerical simulation for case of
valve closing of 0.1 s (0.1 — ¢,) are presented on
Fig. 11. Maximum value of pressure at the valve
H,.« = 2.95H, is achieved at time 7 = 4L/a.

35

WHAMO

=g

00 05 10 15 20 25 30
Time, s

Fig. 11. Time evolution of H, O, and Oz
for valve closure time of 0.1 s

After that with every period T value of pres-
sure drops because of influence of friction of fluid
with walls of pipeline.

When the calculation is performed with dif-
ferent spatial discretization of the pipeline numeri-
cal instabilities on the pressure signal and dis-
charge signal at the reservoir is obtained. The
longer the simulations, is the higher numerical in-
stabilities occurres.

Figure 12 shows the time evolution of the
pressure obtained through numerical simulation
with different spatial discretization of the pipeline
(N=15, 30, 60, 100).

It can be concluded that with segment number
increase numerical instabilities decreases. Because
of this it is very important to consider this factor
while spatial discretization of pipeline is performed
as well as time step Az determination.
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Fig. 12. Comparison of the time evolution of the head H/H,
at the valve for different spatial discretizations of the pipe

b) Case study 2#: Hydroelectric power plant

This case study focuses on a hydroelectric
power plant (HPP) consisting of the following
components (Fig. 13): upstream reservoir, gallery,
surge tank, penstock, valve, units (two 40 MW ver-
tical Francis turbines) and downstream reservoir.
Technical characteristics of the HPP are presented
in Table 3.

Surgetmk

Upstream
reservolr

Laitl
3

Peastock "”m
_.L_ Downstream

Vie || Turbine_ rsenie

Fig. 13. Layout of the HPP

b.1) Solution by numerical simulation
(case study 2#)

The following transient computation scenar-
ios of hydroelectric power plant are analyzed:

Scenario 1: normal shut down of the turbine
1 while turbine 2 is in standby mode.

Scenario 2: load rejection (simultaneously) of
the turbine 1 (40 MW) and turbine 2 (40 MW).
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Table 3

Characteristics of hydroelectric power plant
(rated values)

Upstream reservoir Hy=109 m

L=98m;D=50m

Gallery

A=10.02; a=1050 m/s

L=220m; D=5.0/3.12m
Penstock

2=0.02; a=1020 m/s

Hz=92m; Qg =50 m’/s
Turbine

Pr =40 MW; n =300 min "'
Unit J=1500 t-m*

The influence of the turbine’s water passage
(Fig. 14) on the hydraulic system can be defined by
one-dimensional approach for modelling of the
pipeline through the continuity and motion equa-
tion. The head (pressure) pulsations in hydraulic
installation from the turbine are represented as [5]:

1 1
AH = 2|:kéT4g:|Q2 |Q1| _|:kéT4g:|Ql |Q1

where: AH is the head (pressure) fluctuations be-
tween two point of computation, ko is discharge
turbine coefficient computed from turbine charac-
teristics (hill chart — Fig. 15) and expressed as
function of guide vane opening and discharge
value, O, and Q, are the discharge values in the
previous step from the computation and current
discharge, D is the turbine runner diameter.

» (22)

l l = L ?':'!/_;(.
‘._{.-’-!;?(f(. -'"J'};
pi i e
Pg - pi 14
e P8
Hi I o_
Hivi
Yy__Vv______Daumlne |

Fig. 14. Francis turbine model

Turbine discharge control is performed by
closing/opening of the guide vanes. Opening of the
guide vanes is defined by its absolute size ay mm,
or by the non-dimensional characteristic

gV = aO/aOmax-

The speed factor ny;, discharge factor Oy, and
torque factor M), can be defined as function of
guide vane position g, using turbine characteris-
tics:

nD o . M. = 30pg0 1, . (23)
1 ;

nll:\/ﬁ;QH:DZ\/E’ -

On [\
/—-—\ turbine )
charactensties (yr)

guide vanes
posItion ( d.)

O =

Ou - rf—‘\\{
o B
/‘\

() i .z M

Fig. 15. Turbine characteristics (hill chart)

Dynamic equilibrium (balance) of the mo-
ments and masses of rotating parts of the unit is
given using the following equation [9]:

do
M =J— 24

= 4)
where: M, is net torque applied to the unit, dw/dt is
the angular acceleration, and J is the polar moment
of inertia of rotating fluid and mechanical parts in the
turbine-generator (unit) combination (J/ = GR%/g,
where G is weight, R is radius of gyration).

0.9
0.8
0,7
0.6
05

Ao/ dipypay

0,4
0.3
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0 10 20 30 40 50 60 70 80 90 100 110
Time, s

Fig. 16. Guide vane closing law during normal shut-down
of the turbine

The guide vane closing law during normal
shut-down of the turbine is shown in Fig. 16 and
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the guide vane closing law after load rejection of
the turbine is shown in Fig. 17.

0.8 \

AP
0.6 :
N
04 \
0.2 <
ol L b LN

0 2 4 6 8 10 12 14 16 18
Time, s

Ay Uy

Fig. 17. Guide vane closing law after load rejection
of the turbine

The results from numerical simulation and
experimental [10] are presented in Fig. 18 (sce-
nario 1) and Fig. 19 (scenario 2), using non-
dimension characteristics:

Toa=ly =B (29

HO Ny A0max

where H,, ny and aym.x are rated values for head at
the inlet of turbine, rotational speed and guide vane
opening.

By comparing the simulation results with ex-
perimental data for scenario 1, the following can
be concluded:

» the steady state conditions (before the guide
vanes closing — first 7 seconds) are predicted
with a error of 0.1%, which is extremely ac-
curate;

= the time evolution of the heads differ for ap-
proximately 5%;

= the time of occurrence of the head peaks are
at a good agreement;

* the maximum amplitude of the head are at
even better agreement.

The corresponding comparison for scenario 2
shows that:

» the maximum amplitudes (water hammer) at
the turbine are in a very good agreement (the
error is 1.8%);

= results for the maximum increase of rota-
tional speed of the turbine have a discrep-
ancy of 2.5%.
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Fig. 18. Results of the simulation and experimental for head
(pressure h = H/H,) at the inlet of turbine 1 for scenario 1
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Time, s

Fig. 19. Results of the simulation and experimental for head
(pressure) i = H/H, at the inlet of turbine 1 and speed
of revolution a = n/ny (runaway) for scenario 2

CONCLUSIONS

Water hammer occurrence as a result of a
quicker valve closure in a elementary plant and
turbine guide vanes closure in a hydroelectric
power plant is analyzed in this paper. For this pur-
pose, mathematical models obtained with one di-
mensional approach that describe unsteady fluid
flow are used. Solving of mathematical models is
performed with method of characteristics and nu-
merical simulation with WHAMO software pack-
age. By analysis can be concluded that for hydrau-
lic systems with very complex initial boundary
conditions water hammer computation (prediction)
with method of characteristics is very complicated
and it takes more time to perform the computation.

By comparing the results it can be concluded
that modern software packages for numerical simu-
lation represent a reliable tool for modeling and
computation of water hammer in hydroelectric
power plants. It has also been concluded that the
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used numerical models are appropriate for water
hammer analysis in different configuration of hy-
droelectric power plants and this would reduce the
number of the necessary experimental runs in the
future. This is particularly important having in
mind that such experiments are very hard to organ-
ize, require a lot of precaution measures and are
costing time and resources the energy producer.

The performed computations will contribute
to a much more accurately determination of the
following parameters in the design of new HPPs:
guide vane closing law after load rejection, normal
guide vane closing/opening law and accurately
determine the increase of the pressure (water
hammer). Thus, the accurate numerical modelling
greatly increases safety and reliability in the design
and construction of new HPPs, especially those
with more complex hydraulic configuration.

NOMENCLATURE
ay — absolute opening of guide vanes, mm
A —cross section, m’
a —wave speed, m/s

co — discharge coefficient
Cr — Lewy—Courant number
D - diameter, m

E - young’s modulus of the pipe wall material,
N/m®

— gravity, m/s’
gv — guide vane opening non-dimensional charac-
teristic

oQ

=

— piezometric head non-dimensional charac-
teristic

=
S

— pressure losses, m

— piezometric head, m

— polar moment of inertia, kgm®

— bulk modulus of the liquid, N/m?
ko — discharge turbine coefficient

L —length, m

M, — torque factor

xS ox

M —torque, Nm
n  —rotational runner speed, min"', rpm

ny; —speed factor

P —power, W

O — discharge, m’/s
O — discharge factor

t —time,s

v —velocity, m/s

o, —runner speed non—dimensional characteris-
tic, angle

0 —thickness of the pipe wall, m

Ax —length, m

At —time step iteration, s

nr — turbine efficiency

A —friction factor (Darcy—Weisbach)
i — Poison’s ratio

p —water density, kg/m’

w —angular speed, rad/s
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DEVELOPING SIMULATION APPLICATION USING GRAPHICAL PROGRAMING
LANGUAGE FOR OPTIMIZATION OF SOLAR COLLECTOR POSITION
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"SS. Cyril and Methodius" University in Skopje,
P.O. Box 464, MK-1001 Skopje, Republic of Macedonia
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A b s tra ct: The sun radiation is the main energy input for the solar collectors. Thus the tilt greatly influ-
ences on the performance of solar collectors. Maximum output can be obtained if they are installed at an optimum tilt
or have track the sun path in order to minimize the incident angle. In this paper, a mathematical models for the sun
radiation are implemented into simulation applications by which is determined solar radiation incident on an inclined
surface, optimized the tilt angles for each month, season, year, for collectors with and without tracking mechanism.
Simulation application as input use global solar radiation data for solar collectors located in areas with latitude of
41.12° and longitude of 20.8° such as Ohrid, Macedonia. Results from the optimization indicates that for solar col-
lector with fixed position the optimal tilt angle is 30° inclined from the horizontal, and considered by seasons, for
winter months optimal tilt is 50° and for summer months 20°. Deviations of + 5° are allowed from optimal tilt angles
since they don’t affect on the total solar radiation gains with more than 1%. One axis tracking solar collector systems
are recommended to track the azimuth angle inclined on angle of 50° from the horizontal. Two axis tracking system
which generally use azimuth tracking together with tilt-roll tracking mechanism can provide harvesting of 2354
kWh/m? solar radiation per year.

Key words: solar radiation; optimization; azimuth; tilt angle; solar collector; tracking mechanism

PA3BOJ HA CUMYJIAIIMOHA ITPOI'PAMA 3A OIITUMU3ALINJA HA IIOCTABEHOCTA
HA COHYEB KOJIEKTOP CO KOPUCTEIBE HA TPA®ONYKHA TPOI'PAMCKH JA3HUK

AncTpak 1: COHUCBOTO 3paucHe € IIIaBeH JETEPMHUHUPAUKU (akTop 3a QYHKIHOHAIHOCTA HA COHUYCBUTE
KOJIEKTOPH. 3aT0a HAKJIOHOT IIOJ] KOj CE IIOCTaBYBaaT MMa roJIEMO BJIMjaHHE BP3 HUBHHUTE TEPMHUYKH NepdhopMaHCH.
MakcuMaiiHa TepMUYKa MOKHOCT MOJKe J1a ce J00He JOKOJIKY COHUYEBUTE KOJEKTOPH Ce IIOCTABEHH I10[] ONTHMAJEH
HaKJIOH WJIM aKO MMaaT MEeXaHH3aM CO KOj ja cIemaT COHUeBaTa IaTeka OBO3MOXKYBajKH COHUEBHTE 3palld Ja raraat
HOPMAJIHO Ha arcopOepckaTa MoBpuivHa. Bo 0Boj Tpyn MareMaTH4Ky MOJEINH 32 COHYEBOTO 3paderhe ce NMILIEMEeH-
THPaHU BO CUMYJIAIIOHA IIPOTrpaMa co IITO € OBO3MOXKEHO: 3a CEKOj Jac Ja ce OIpeJeH arojloT Ha COHYEBUTE 3paly
BO OJJHOC Ha HOpMaJslaTa Ha HaKJIOHEeTaTa ITOBPIIHHA, CO IIITO CE OBO3MOXYBA JIa C€ ONTHMH3HPA aroJioT OAHOCHO HaK-
JIOHOT, Ha KOJIEKTOPHTE 32 CEKOj Mecell, 38 FOJUIIHO BpeMe WM I'OJIMHA, IPUTOA aHATM3UPAjKH CiIy4au co U 6e3 Me-
XaHM3aM 3a CIE/CHEe Ha COHYEBaTa Nareka. Bo cuMysanuoHaTa nporpama 3a ONTHMM3aLMjaTa Kako BIIC3HU
MOZIATOLM C€ CEMEHM BPEIHOCTHUTE 3a INIOOAJHOTO COHYEBO 3pauere 3a rpanoT OXpui Koj ce Haora Ha CeBepHa
reorpadceka mupuHa og 41,12° u nucrouna reorpascka goypkuna 20,80°. Pesyntature o onTuMu3anmjata ykaxyBaar
Jleka Ha TOAMIIHO HHUBO ONTHMAIHHOT aroj Ha IIOCTaByBame¢ Ha KOJEKTOPUTE BO OJHOC Ha Xopu3oHTanata e 30°,
JI0ZieKa BO OJHOC Ha TOJUIIHOTO BPeMe 3UMa ONTHMAJIHHOT aroi m3Hecysa 50°, a 3a ieTHHTE Mecely Toj arox e 20°.
Bo oxHOC Ha mpecMeTaHHWTE ONTHMAIHU ariii J03BOJICHH CE€ NPOMEHM BO TpaHHIMUTE OJ + 5° KOM HE BiIHjaaT co
noBeke ox 1% Bp3 BKYNHUTE COHUECBH NOOMBKH. 3a COHUEBHUTE KOJICKTOPH KOM MMaaT MEXaHH3aM 3a CleieHmhe Ha
COHLIETO II0 €[JHA OCKa Ce IperopadyBa CIEACHETO Ja Ouje Mo a3sUMyT, a ONTUMAJIHUOT arojl Ha HOCTaBYBame
(HakioHOT) Tpeba na Obuzne 50°. CucreMuTe Ha COHUEBH KOJEKTOPH CO JIBE OCKU Ha CleICHEe Ha COHLIETO OJHOCHO CO
MEXaHM3aM 3a UCTOBPEMEHA NPOMEHa Ha HAKJIOHOT M POTalHja Ha KOJEKTOPOT OBO3MOXYBAaaT MCKOPHCTYBame Ha
2354 kWh/m’ coHueBa eHeprifja Ha FOMIIHO HUBO 33 PasriieAyBaHATA JOKALH]A.

K.]Iy'-lHPI 360p0B](l: COHYEBO 3pavyCmE: 0HTPIMI/I33HI/Ija; Aa3UMYT; HAKJIOH; COHYEB KOJICKTOP; ME€XaHN3aM 3a CJIICACHC
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1. INTRODUCTION

According the IEA (International Energy
Agency) buildings represents 32% of the total final
energy consumption and converted in terms of
primary energy this will be around 40%. Inspected
deeper, the heating energy consumption represents
over 60% of the total energy demand in the build-
ing. Space heating and hot water heating account
for over 75% of the energy used in single and mul-
tifamily homes. Solar energy can meet up to 100%
of this demand [1].

Solar technologies can supply the energy for
all of the building’s needs — heating, cooling, hot
water, light and electricity — without the harmful
effects of greenhouse gas emissions created by fos-
sil fuels thus solar applications can be used almost
anywhere in the world and are appropriate for all
building types. The major share of the energy,
which is needed in commercial and industrial
companies for production, processes and for heat-
ing production halls, is below 250°C. The low
temperature level (< 80°C) complies with the tem-
perature level, which can easily be reached with
flat plate solar thermal collectors.

The performance of a solar collector is highly
influenced by its angle of tilt with the horizontal.
This is due to the facts that tilt angle change the
solar radiation reaching the surface of the collector,
the tilt angle, defined as the angle of collectors
with respect to horizontal, is a dominant parameter
affecting the collectible radiation of a fixed col-
lector. In general, the optimal tilt angle of a fixed
collector is related to the local climatic condition,
geographic latitude and the period of its use.
Hence, different places will have different optimal
tilt angles for a yearly-used solar collector.

Also sun-tracking system plays an important
role in the development of solar energy applica-
tions. High degree of sun-tracking accuracy is re-
quired to ensure that the solar collector is capable
of harnessing the maximum solar energy through-
out the day. Azimuth-elevation and tilt-roll track-
ing mechanisms are among the most commonly
used sun-tracking methods for aiming the solar
collector towards the sun at all times.

For achieving high degree of tracking accu-
racy, sun-tracking systems normally employ sen-
sors to feedback error signals to the control system
for continuously receiving maximum solar irradia-
tion on the receiver. Over the past two decades,
various strategies have been proposed and they can
be classified into the following three categories,

i.e. open-loop, closed-loop and hybrid sun-tracking
[2].

Prior to mathematical derivation, it is worth-
while to state that the task of the on-axis sun track-
ing system is to aim a solar collector towards the
sun by turning it about two perpendicular axes so
that the sunray is always normal relative to the col-
lector surface. Under this circumstance, the angles
that are required to move the solar collector to this
orientation from its initial orientation are known as
sun-tracking angles. In the derivation of sun-
tracking formula, it is necessary to describe the
sun's position vector and the collector's normal
vector in the same coordinate reference frame,
which is the collector-centre frame.

There are already plenty of investigations
dealing with this subject to optimize solar power
systems according to the correct tilt angle or ori-
entation. Many authors have provided empirical or
analytical models to calculate the optimum tilt an-
gle (Bop) by searching for the maximum total solar
radiation on the collector surface. In reference to a
specific period of time and purpose, daily,
monthly, seasonal or yearly values have been cal-
culated [3].

2. SOLAR ANGLES AND DIRECTION
OF BEAM RADIATION

Knowledge of sun path through the sky is
necessary to calculate the solar radiation falling on
a surface, the solar heat gain, the proper orientation
of solar collectors, the placement of collectors to
avoid shading etc. The variation of solar incidence
angle and the amount of solar energy are analyzed
for a fixed and trackings surfaces. The general
weather of a location is required in many energy
calculations. This is presented with typical mete-
orological year (TMY).

The geometric relationship between a plane of
any particular orientation relative to the earth at
any time (whether that plane is fixed or moving
relative to the earth) and the incoming beam solar
radiation , that is the position of the sun relative to
that plane, can be described in terms of several an-
gles (Fig. 1) [4]:

¢ — latitude, the angular location north or
south of the equator, north positive;

0 — declination, the angular position of the
sun at solar noon with respect to the plane of the
equator, north positive;
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B — slope (tilt), the angle between the plane
of the surface in question (collector) and the hori-
zontal (f > 90 means that the surface has a down-
ward facing component);

o — hour angle, the angular displacement of
the sun east or west of the local meridian due to
rotation of the earth on its axis at 15° per hour;

0 — angle of incidence, the angle between
the beam radiation on a surface and the normal to
that surface;

Additional angles are defined that describe
the position of the sun in the sky:

0. — zenith angle, the angle between the ver-
tical and the line to the sun, i.e. the angle of inci-
dence of beam radiation on a horizontal surface;

a, — solar altitude angle, the angle between
the horizontal and the line to the sun, i.e. the com-
plement of the zenith angle.

ys — solar azimuth angle, the angular dis-
placement from south of the projection of beam
radiation on the horizontal plane. Displacement
east of south are negative and west of south are
positive.

Shorizont

Smodule

horizontal plane

Fig. 1. Schematic view of solar collector
with the characteristic angles

Equation used for calculation of the incident
angle for every hour of the year is introduced with
the following expression:

cos @ =sin @ cos f —sind cos @sin S cosy

+C0s 0 cos @ cos fcos®

(1

+cos Jdsin @sin £ cos y cos @
+cosdsin fsin ¥ sin @.

The solar azimuth angle y, can have values in
the range of 180° to —180°. For north or south lati-
tudes between 23.45° and 66.45°, y, will be be-
tween 90° and —90° for the days less than 12 hours
long; for days with more than 12 hours between
sunrise and sunset y, will be greater than 90° or
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less than —90° early and late in the day when the
sun is north of the east-west line in the northern
hemisphere.

Thus to calculate ys it must be known in
which quadrant the sun will be. A general formu-
lation for ys from Braun and Mitchel (1983) is writ-
ten for pseudo solar azimuth angle ys in the first or
fourth quadrant [5]:

. 1-C,C
Vs =CiCyrs +Cy (%}180, )

where

sin w

'
tanyg =—
singpcosw—cosptans

C = {1 if |a)| <Wpy; —1 otherwise},
G, = {1 ifp(p—0)20; -1 otherwise} ,
C = {1 ifw=20; -1 otherwise} ,

tan o

COS Wgyy, = .
tan @

If a collector is installed toward south in the
northern hemisphere, the equitation for calculation
of the cosine of the incidence angle can be simpli-
fied as follows:

cos@ = cos(¢p— B)cosdcosw +sin(p+ B)sins. (4)

3. SOLAR ANGLES FOR TRACKING
SURFACES

There are solar collectors with systems that
track the sun by moving in prescribed ways to
minimize the angle of incidence of beam radiation
on their surfaces and thus maximize the incident
beam radiation. As input for tracking devices are
needed the angles of incidence and the surface
azimuth angles.

Rotation can be around one axis (horizontal
east-west, horizontal north-south, vertical or par-
allel to the Earth axis) or it can be around two axis.
In the following paragraph will be presented the set
of equations which are applicable for surfaces that
rotate on axes that are parallel to the surface.

For a plane rotated about the horizontal east-
west axis with a single daily adjustment so that the
beam radiation is normal to the surface at noon
each day [6]:

3
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cos@ =sin” & +cos S cos @ . %)

With each day fixed slope defined with:
B=lp-4|. (5.1

For a plane rotated about horizontal east-west
axis with continuous adjustment to minimize the
angle of incidence:

cos@ = (1-cos’ 5sin® ). (5.2)

Where the slope of this surface is given by the
equation:

tan f=tan HZ|cos;/S|. (5.3)

The plane, i.e. the collector with a fixed slope
rotated about vertical axis, the angle of incidence is
minimized when the surface and solar azimuth are
equal. Thus the angle of incidence is:

cos@ =cos@, cos f+sinb, sin 5. (54)

The slope is fixed = const and the surface
azimuth is y = y;.

For a solar collector rotated about north-south
axis parallel to the Earth’s axis with continuous
adjustment to minimize the angle of incidence 6,
cosf = coso where the slope varies continuously
and is determined with the equation:

tan
tan f = 2, (5.5)
cosy
And the surface azimuth angle is:
sin@ siny,
y=tan'—Z—=+180 CC,,  (5.6)
cosf sing
where
cos @ =cosf, cos @ +sin b, sin g (5.7)
) _18in@,siny, )
C1 =40 if (tan — 7, =0; 1otherwise
cosd singp

C,={lif y,20; —1ify, <0}.

It is often necessary to calculate the hourly
radiation on a tilted surface of a collector from
measurements or estimates of solar radiation on a
horizontal surface. The official measurements of
solar radiation in most cases provides data for ra-
diation on horizontal surface, whereas the need is
for beam and diffuse radiation on the plane of a
collector. Therefore is introduced the geometric
factor R,, which is the ration of beam radiation on

the tilted surface to that on a horizontal surface at
any time. The angle of incidence of beam radiation
on the horizontal and tilted surfaces. It is calcu-
lated with the equation [7]:

G Gb,n cosd

bt
R =—=—>2>— (5.8)
b
Gb Gb,n cosHZ

The optimum azimuth angle for flat plate col-
lectors is usually 0° in the northern hemisphere.
Thus is a common situation that y = 0°. Determi-
nation of R, for the northerm hemisphere for y = 0°
can be done with the equation:

R - cos(@ — f)cosd cos +sin(¢ — f)sino

b COS @ COS O COS @ + Sin @sin o

. (5.9)

A special case of interest is R noon the ratio of
south facing surfaces at solar noon. For the north-
ern hemisphere

PO Tl
b,noon cos|¢)—ﬂ|

(5.9.1)

In this regard Hottell and Woertz [7] pointed
that equation 5.9 provides a convenient method for
calculating R, for the most common cases. They
also showed graphical method for solving those
equations. The graphical method plots cosf, as a
function of ¢ and cosf as a function of |(p— ﬂ| for
various dates, i.e. declination.

For a plane rotated about a horizontal east-
west axis to maximize the beam radiation on the
plane, from the following equation can be calcu-
lated the ratio of the beam radiation on the plane to
that on a horizontal surface at any time:

(1- cos” Ssin’ a))l/2
R
b

(5.9.2)

- (cos @ cos J cos @+sin @sin o)

When there is need to calculate the radiation
on tilted surfaces with only total radiation data is
available then is needed to be known the directions
from which the beam and diffuse components
reach the surface in question. The direction from
which the diffuse radiation is received, i.e. the dis-
tribution over the sky dome is a function of condi-
tions of cloudiness and atmospheric clarity, which
are highly variable. The diffuse radiation can be
described with three parts. First is isotropic part
received uniformly from all of the sky dome. The
second is circumsolar diffuse resulting from for-
ward scattering of solar radiation and concentrated
in the sky around the sun. The third referred to as
horizon brightening is concentrated near the hori-
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zon and is most pronounced in clear skies. The an-
gular distribution of diffuse is to some degree a
function of the reflectance p, (the albedo) of the
ground.

The total incident solar radiation is the sum of
a set of radiation streams including beam radiation
the three components of the diffuse radiation from
the sky and radiation reflected from the various
surfaces “seen” by the collector surface can be
written-calculated as:

Lr =1+ 1r gio H rage o (5.9.3)
where the subscripts iso, cs, hz, and ref refer to the
isotropic, circumsolar, horizon and reflected radia-
tion streams. The ratio of the total radiation on
tilted surface to that on the horizontal surface can
be determine as R=I;/1.

Determine the value for [ is the main diffi-
cult in the above equations, i.e. the difference in
calculating it’s values are largely in the way that
the diffuse terms are treated.

It can be assumed that the diffuse radiation is
isotropic where the calculation is represented by
the isotropic diffuse model with the equation:

1 I1,(1+cospf l-cosf
R=-2R +—d(—)+ (—j 594
IR 2 P\ "2 (594)

For the anisotropic model the calculation of
the total radiation on the tilted surface is:

1
I, =(I,+1,4)R, +1d(1—A[)[+CT°Sﬂj+

10
i {10

where 4; is the anisotropy index which is a func-
tion of the transmittance of the atmosphere for
beam radiation. The anisotropy index determines a
portion of a horizontal diffuse which is to be
treated as forward scattered; it is considered to be
incident at same angle as the beam radiation.

(5.9.5)

When the beam and ground-reflected terms
are added the HDKR model (the Hay, Davies,
Klutscher, Reindl model) results. The total radia-
tion on the tilted surface is:

I =(I, +1,A)R, +1,(1- 4)

‘{l+fsin3 [gﬂﬁ-lpg (W),
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(1 +cos '
2
(5.9.6)

where f'is modulating factor which with the form
f'sin*(B/2) accounts for cloudiness.

I
f 7 (5.9.7

For use in solar process design procedures
also is needed the monthly daily average radiation
on the tilted surface. There are several methods for
calculating the monthly average daily radiation on
sloped surfaces among which the widely used are
the isotropic sky and K-T method. The first method
isotropic sky is that of Liu and Jordan (1962) ex-
tended from Klein (1977). If the diffuse and
ground reflected radiations are each assumed to be
isotropic then the monthly mean solar radiation on

an unshaded tilted surface can be expressed as:

R:i: 1—2 E;ﬁi(wjﬁt
H H H 2

+pg(l—czosﬂ}

, (5.9.8)

Ha . .
where =~ is a function of K.
H

Another method for calculation of average ra-
diation on sloped surfaces is developed by Klein
and Theilacker called K-T method which valid for
any azimuth angle is given with the following ex-
pression [8]:

Hall 1-
R=D+Td(+c_osﬂ]+p (ﬂj
H 2 ¢ 2

D :{ 0,6 (g ,05) if a’ss>a’sr}}

(5.9.9)

max {
{max{O,[G(a)s—ws)+G(ws,wsr)]} if wsr>wss}

H .
a':a—fd; A=cosf+tangpcosysind

. sin fsin
B =cosw, cos f+tandsin fcosy; Czﬁ.
cos @

a) Extra trrestrial radiation on a horizontal surface

Using the normalized radiation levels can be
calculated the ratio of radiation level to the theo-
retically possible radiation that would be available
if there were no atmosphere.

At any point in time the solar radiation inci-
dent on a horizontal plane outside the atmosphere
is the normal solar incident radiation calculated
with the following equation [9]:
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360n
G,=Gg. (1 +0.033cos 365

jcos 6,, (6)

where G, 1s the solar radiation constant and 7 is
the day of the year. Calculation of G, for a hori-
zontal surface at any time between sunrise and
sunset is provided with the equation:

360nj.

G, =Gy (1 +0.033cos
(6.1)

-(cos¢c055c05w+ sin @sin 5).
It is often necessary for calculation of daily

solar radiation to have the integrated daily extra-
terrestrial radiation on a horizontal surface H,.

_24-3600G,, 360nj_
T

H,

(1+0.033cos
(6.2)

-(cosgpcos&sin g+ 71[;)8 sin @sin 5)

The monthly mean daily extra-terrestrial ra-

diation Hp is a useful quantity and for latitudes in
the range +60 to —60 can be calculated with the
equation 6.2 using n and J for the mean day of the
month.

b) Estimation of average solar radiation

For estimation of average incident radiation
requires to be provided solar radiation data. Lack-
ing of these data it is possible to use empirical re-
lationships to estimate radiation from hours of sun-
shine or cloudiness. Data on average hours of sun-
shine or average percentage of possible sunshine
hours are widely available in many stations with
Campbell-Stokes. Page in 1964 suggested equa-
tions for estimation of the monthly average daily
radiation base it on extra-terrestrial radiation on a
horizontal surface:

(7

2ﬂ|=l

H
—=a+b
Ho

where H, is the extra-terrestrial radiation for the
location, averaged over the time period in question
and a and b are constants depending on location,
N is the average day length and 7 is monthly av-
erage daily hours of bright sunshine.

c) Estimation of hourly radiation from daily data

Information on the frequency distribution is
the link between the daily fraction of diffuse with

daily radiation and that of the monthly average
fraction of diffuse with monthly average radiation.

The monthly average clearness index K, is

the ratio of monthly average daily relation on a
horizontal surface to the monthly average daily
extra-terrestrial radiation.

= H

Kr 7. (7.1)

The most precise performance calculations

for system are the hour-by-hour where it is neces-
sary to start with daily data and estimate hourly
values from daily numbers. Is should be noted that
daily total radiation values in the middle range be-
tween clear day and completely cloudy day values
can arise from various circumstances such as in-
termittent heavy clouds, continuous light clouds or
heavy cloud cover for part of the day. The method
presented in this paper works best for clear days
and those are the days that produce most of the
output of solar processes that operate at tem-
peratures significaly above ambient.

Statistical studies of the time distribution of
total radiation on horizontal surfaces through the
day using monthly average data for a number of
stations have led to generalized charts of r, the
ratio of hourly total to daily total radiation as a
function of day length and the hour in question:

Collares-Pereira and Rabl developed equation
which calculates the above mentioned ratio:

COS @ — COS W,

Vs
r=—~(a+bcosw
; 24( )

.(7.3)

S

sin wg — COS @y

The coefficients a and b are given by:

a=0.409+0.5016sin(w; —60).  (7.4)

In these equations @ is the hour angle in de-
grees for the time in question and g, is the sunset
hour angle.

4. DESCRIPTION OF GRAPHICAL
PROGRAMMING SOFTWARE
The software that is used in the thermal

analysis is called INSEL which is acronym for IN-
tegrated Simulation Environment Language. IN-
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SEL it’s not a simulation program but provides an
integrated environment and a graphical programing
language for the creation of simulation applica-
tions. The basic idea of the software is to connect
blocks to blocks diagrams that express a solution
for a certain simulation task.

In the graphical programming language the
data flow plays the key role. This language pro-
vides graphical symbols which can be intercon-
nected to build a largers structures. The graphical
symbols represent mathematical functions and real
components like: solar thermal collectors, photo-
voltaic modules, wind turbines and batteries, for
example, or even complete technical systems of
any kind [11].

Fundamental blocks, basic operations and
mathematical functions of the environment are
provided in a dynamic library. It contains tools like
blocks for date and time handling, access to arbi-
trary files, blocks for performing mathematical
calculations and statistics, blocks for data fitting,
plotting routines etc.

Energy meteorology and data handling are
available as library. This library contains algo-
rithms, like the calculation of the position of the
Sun, spectral distribution of sunlight, and radiation
outside atmosphere. A large data base provides
monthly mean values of irradiance, temperature
and other meteorological parameters. Generation
of hourly radiation, temperature, wind speed, and
humidity data from monthly means is possible.
Further, diffuse radiation models, conversion of
horizontal data to tilted are included.

5. OPTIMIZATION OF COLLECTOR
AZIMUTH AND SLOPE ANGLE
FOR OBTAINING MAXIMUM ANNUAL
SOLAR ENERGY GAIN

For receiving maximum solar energy, the col-
lector's surface should be perpendicular to the sun's
rays, and this can be accomplished when the solar
trackers are used to follow the sun instantaneously.
The main problem in this regard is however the
high cost of this kind of trackers, so instead of em-
ploying solar trackers, the angles of collector's sur-
face could be changed manually every day or
month or season in order to adjust the collector
almost perpendicular to the sun's rays. In this paper
the optimization of the collector slope angle is per-
formed for a location in Ohrid, R. Macedonia, in
regard obtaining maximum solar energy gain, i.e.
useful thermal energy.
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Most of the measurements or available data
for solar radiation are for horizontal surfaces which
should be converted into values of solar radiation
on the tilted surface.

There are plenty of models which can be used
to convert horizontal data to tilt. Most of them use
the same approach: in a first step the radiation data
are split up into their beam and direct use fractions
by some statistical correlation, and in a second step
both components are converted to the tilted sur-
face. Concerning the beam part G, the conversion
can be done by pure geometry, in the case of the
direct use radiation some assumption about its dis-
tribution over the sky dome must be made.

Since it is for tilted surfaces this portion de-
pends on the ground reflectance, or albedo which
having a minor role will be set constant to p = 0.2.

The correlations which calculate the diffuse
use fraction are based on the clearness index ..
defined as the ratio between the global radiation
that arrives at the Earth's surface on a horizontal
plane G, and its extra-terrestrial pendant G,

The optimization procedure is an program as-
sembly of several subprograms.

6. PLOTTING THE HOURLY TIME SERIES
OF GLOBAL AND DIFFUSE RADIATION
FOR THE DEFINED LOCATION

As the solar radiation passes through the
Earth’s atmosphere, some of it is absorbed or scat-
tered by air molecules, water vapour, aerosols and
clouds. The solar radiation that passes through di-
rectly to the Earth’s surface is called Direct Solar
Radiation and the radiation scattered out of direct
beam is called Diffuse Solar Radiation. The direct
component of sunlight and the diffuse component
of skylight falling together on the horizontal sur-
face make up the Global Radiation.

For this reason, many models have been de-
veloped to establish correlations between the dif-
fuse fraction and various predictors.

In Figure 2 is presented the simulation sub-
program scheme which plots the hourly time series
of the horizontal global and diffuse solar radiation
for Ohrid which geographically is located at lati-
tude 41.1 °N longitude 20.8 °E (in the model the
longitude value is inserted with minus sigh because
it concerns east) 23 time zone. It is structure is
formed of several blocks such as:

e The “CLOCK” block connected with the
“Hour of the year” which provides the pro-
gram cycle counting each hour of the year.
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The “MTM” block is weather data base which
provides weather monthly values for sun irra-
diation, ambient, minimum and maximum
temperature for the specified location.

The “GENG” block generates the series of
hourly global radiation data from monthly
mean values, using the inputs from the MTM
block.

The “GOH” block returns the radiation out-
side atmosphere on a horizontal surface for
the defined location.

The “G2GDH” block returns the diffuse ra-
diation according to various correlations for
radiation hourly data calculated according the
model of Orgill and Hollands [10].

The “CLOCK” block provides program cycle
counting for each hour, day and month of the year,
i.e. simulates the year 2006 on hourly basis for the
“GENG” and “GOH” blocks. The “GENG” block
beside the clocks year, month, days and hour in-
puts requires input for the monthly mean horizon-
tal irradiance in W/m” for the specified location —
Ohrid, defined by its latitude, and longitude which
data’s are provided from the “MTM” block. As an
output from the “GENG” block is the hourly ir-
radiance data for the location which is used as an
input for the “G2GDH”. It should be noted that the
Gordon-Reddy variance factor is set to one; the
year-to-year variability is set to zero, such that the
time series of generated irradiance data represents
the monthly mean value as close as possible.

1200

— to

—=

Fig. 2. Simulation program for total and diffuse horizontal
radiation

In order to calculate the hourly diffuse radia-
tion the “G2GDH” block requires input for the ex-
tra-terrestrial radiation for the given location. The
values for the extra-terrestrial radiation are pro-
vided from the “GOH” block. The block calculates
the fraction of hourly diffuse and global radiation
on a horizontal surface mainly on the basis of the
clearness index. Among the eight offered correla-
tions models for calculation of the diffuse fraction
in this paper is used the model of Orgill and Hol-
lands.

The simulation results i.e. hourly plot for the
global and diffuse radiation over one year period
for the location of Ohrid is presented on Figure 3:
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Fig. 3. Global and diffuse solar radiation on horizontal plane for Ohrid — hourly values
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The x-axis shows the hour of the year, the y-
axis shows synthetic hourly means of global irradi-
ance on a horizontal plane (red) and diffuse irradi-
ance on a horizontal plane (green) both given in
W/m’.

7. OPTIMIZATION OF COLLECTOR TILT
ANGLE AND AZIMUTH

Optimization program simulation is devel-
oped for four different cases which in detail ana-
lyzed in the following sections.

a) Optimization of collector tilt angle for azimuth
tracking system

Optimization is made to determine the opti-
mal collector tilt angle for collector with constant
azimuth-orientation toward south 180° in order to
harvest the maximum solar radiation energy on
annual basis. The algorithm-block scheme of the
simulation program for optimization of collector
tilt angle is given on Figure 4.

Fig. 4. Graphical scheme of the simulation program for
determination of monthly solar radiation energy on horizontal
plane and on several tilt angles with azimuth tracking

Information regarding the total and diffuse so-
lar radiation is calculated with the previously de-
scribed program (Fig. 5). The “GH2GT” block is
used to calculate the radiation on a tilted surface
from horizontal data which as an input data re-
quires: the global solar radiation from “GENG”,
hourly diffuse radiation from “G2GDH”. The tilt
angle (slope) is varied and set as parameter with
the “DO” block starting with the value of 20° end-
ing with 60° changing them in the cycle with step
of 10°. The azimuth tracking values are obtained
from the “SUNAE” block which calculates the po-
sition of the sun for each hour of the year using
Holland [10] approximation for the specified loca-
tion and the albedo factor is taken as a constant
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with value of 0.2 (Fig. 6). The output results for
the global radiation on the horizontal and tilted
plane are plotted graphically by the “PLOT” block
and written as a file with the “WRITE” block
which is presented in Table 1.

Gain calculation

—

Jdt v
T} =
i

= ! to
Fig. 5. Graphical scheme of the macroblock from Fig. 1

Fig. 6. One axis tracking system

Table 1

Monthly solar radiation values for different
collector slope with one axis tracking
system azimuth

Collector slope, °
20 30 40 50 60

January 82.52  92.55 100.33 105.64 108.29
February 118.01 130.40 139.57 14521 147.12
March 151.50 162.79 17024 173.63 172.82
April 192.30 202.56 208.07 208.65 204.30
May 241.16 253.61 259.79 259.50 252.75
June 256.95 268.06 272.37 270.01 261.07
July 269.62 283.34 289.86 289.05 280.92
August 238.29 253.16 261.54 263.20 258.11
September 200.04 216.02 226.48 231.14 229.86
October 138.52 152.29 162.12 167.78 169.16
November 100.63 112.86 122.26 128.57 131.63
December 69.08 7698 83.01 87.02 83.96
Total, kWh 2058.61 2204.63 2295.64 2329.38 2304.99
Horizontal, kWh 1616

Grain 21.50% 26.70% 29.61% 30.63% 29.89%
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v) Optimization collector tilt angle for constant
solar azimuth — south 180°

It is an established fact that the solar radiation
intensity falling on a horizontal flat surface, at a
given time and location, increases with the increase
in surface tilt angle at a solar hemispherical incli-
nation.

It is generally known that in the northern
hemisphere, the optimum collector orientation is
south facing (= 0) and the optimum tilt depends
upon the latitude and the day of the year. In winter
months, the optimum tilt is greater (usually latitude
+15°), whilst in summer months, the optimum tilt
is less (usually latitude —15°). There are many pa-
pers in the literature which make different recom-
mendations for the optimum tilt based only on the
latitude. In practice, the collector plate is usually
oriented south facing and at a fixed tilt which is set
to maximize the average energy collected over a
year.

This case considers situation where the col-
lector has constant azimuth angle 180°, i.e. in-
stalled toward south. Optimization is done for the
collector tilt angle in regard obtaining maximum
solar radiation energy on annual basis.

The simulation program for optimisation con-
sist almost all of the previously defined block for
optimization of the one-axis tracking collector
slope, i.e. the data for monthly solar radiation on
horizontal (W/m?) is given with the MTM block
which with the application of “GH2GT”, “GENG”
and “G2GDH” blocks is converted to hourly val-
ues. The block “GH2GT” using constant value for
the azimuth of 180° and parametric values from the
“DO” block for the tilt angle. As output from the
block are given the hourly values for the incident
solar radiation on the surface which with the “Pa-
rametric accumulation” block are averaged on
monthly basis and the results are written in specific
file. In Table 2 are presented the simulated results
for the collector monthly received solar radiation
in kWh/m? oriented toward south 180° for different
tilt angles.

On Figure 7 is given graphical presentation of
the above results which provides better visibility
where are given the monthly values for solar ra-
diation on to the collector plane tilted on angles
starting from 20° up to 60° with step of 10°. For
each of the tilt angles are simulated and calculated
monthly values in one year period.

If the same system configuration is analyzed
for the summer period, i.e. during the months from

May till September then the sum of received solar
radiation in regard of the slope angle would be.
Table 2

Monthly solar gains on collector plane
with constant azimuth toward south 180°

Solar gain, kWh/m?

Collector slope, © 20 30 40 50 60
January 77.55 8551 9140 95.07 96.44
February 108.56 116.73 122.16 124.68 124.23
March 135.66 139.89 140.98 138.88 133.63
April 167.44 16697 162.85 15522 144.29
May 199.80 194.31 184.16 169.84 152.10
June 210.89 203.00 190.38 173.49 153.96
July 220.87 213.53 201.32 184.42 164.37
August 201.00 199.23 192.68 181.57 166.44
September 176.65 181.84 182.58 178.86 170.78
October 126.03 134.15 139.05 140.57 138.66
November 93.60 102.74 109.41 113.40 114.55
December 65.01 7194 7695 80.00 81.16
Total, kWh/m?>  1783.05 1809.85 1793.91 1735.99 1640.63
Horizontal, kWh/m? 1616

Gains (%) 937 1071 992 691 150
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Fig. 7. Monthly solar radiation for south orientated collector
(azimuth 180°) for different tilt angle

The results in Table 3 provide quantitative
overview for the solar radiation values for winter
and summer months for different tilt angles and
constant collector azimuth toward south 180°. In
the simulation programme as winter months are
considered: January, February, March and April
while the rest are summer months. Comparing the
results can be seen that: for winter period optimal
angles for biggest solar energy are the angles
around 50°+5°, where the solar gains would be
nearly 3% higher compared if the surface was
placed horizontal and for summer months optimal
angle would be 2-3% higher compared with hori-
zontal orientation. Angles in summer period which
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are bigger than 40° would result in smaller gains
compared to horizontal position of the collector
even 20% lower if the collector is placed with tilt
of 60°.

Table 3

Solar radiations for winter and summer months
for different collector tilt angle
and constant azimuth of 180°

Collector Solar gain, kWh/m?

slope, © 20 30 40 50 60 Horizontal
Winter 606.40 650.98 679.95 692.60 688.68  606.91
Summer  1009.21 991.91 951.11 888.18 807.65  980.01
GaivW(%) -0.08 6.77 10.74 12.37 11.87

Gains (%) 2.8 120 -3.04 -10.34 —21.34

¢/ Available solar radiation on the collector plane
with two axis tracking system

Azimuth-elevation and tilt-roll tracking
mechanisms are among the most commonly used
sun-tracking methods for aiming the solar collector
towards the sun at all times.

The simulation program developed for simu-
lation and calculation of the available solar radia-
tion on the collector plane with two axis tracking
mechanism tracking azimuth and tilt-roll uses all
of the previously described blocks as it is shown
on Figure 8.

Fig. 8. Monthly solar radiation for south orientated collector
in regard of the tilt angle

The azimuth and tilt angle tracking is per-
formed with the SUNAE block in which one of the
outputs is the azimuth. The tilt angle which is re-
quired in the GH2GT block is given with a sub-
program which converts the output of the SUNAE
block-angle of the current Sun elevation which
then is multiplied with minus sign and subtracted

Maw. unoc. nayu. ciuc., 31 (1-2), 63-75 (2013)

from 90 thus obtaining the value for the tilt angle
which is complementary to the sun elevation angle.
The results from the simulation are presented in
Table 4.

Solar collector systems with two axis track-
ing, i.e. continuously tracking the sun position and
thus minimizing the incidence angle are obtaining
maximal solar radiation gain on the collector plane.
With the two-axis tracking system is possible to
achieve increase in more than 30% of available
solar energy compared with the values if the col-
lector were installed horizontal, i.e. the collector
tilt angle S = 0°.

Table 4

Solar radiation gains for two-axis tracking
collector

Solar gain , kWh/m?

Tracking Horizontal Gain, %
January 105.88 56.63 47
February 144.45 85.07 41
March 172.26 118.48 31
April 209.82 157.87 25
May 266.08 199.19 25
June 278.37 214.54 23
July 296.93 221.42 25
August 266.92 191.06 28
September 231.13 153.80 33
October 166.72 101.28 39
November 129.10 69.18 46
December 86.42 47.15 45
Total 2354.08 1615.67 31

In Fig. 9 graphicaly is presented the differen-
ce between the two axis tracking system and
horizontal avalible radiation.
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Fig. 9. Available solar radiation on collector plane
for two axis solar tracking and horizontal position
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It is conducted comparative analysis between
all four previously analyzed cases in regard of the
maximal annual solar radiation gains providing
better overview for the efficiency. In this analysis
for all of the considered cases are taken only
monthly values for solar radiation for those vari-
ants which total end — annual sum is the biggest.
i.e. only the values for optimal tilt such as for col-
lectors with constant azimuth. In Table 5 is given
the overview for monthly solar radiation values for
the four cases where the first is solar collector
completely tracking the sun by two axis mecha-
nism, the second is placed in constant position to-
ward south- azimuth 180° and at the optimal tilt
angle of 30, third is collector which has one axis
mechanism for the azimuth installed under the op-
timal tilt angle of 50° and the last case are the val-
ues for the horizontal position, i.e. values for hori-
zontal sun radiation.

Table 5

Solar radiation gains for different cases
in the optimal variant

Solar radiation, kWh/m?

Two-axis  Optimal tilt |One axis tracking Horizontal
tracking angle; Constant !aziumth; Tilt angle  solar

azimuth, 30° constant, 50°  radiation
January 105.9 85.5 105.6 56.6
February 144.4 116.7 145.2 85.1
March 172.3 139.9 173.6 118.5
April 209.8 167.0 208.6 157.9
May 266.1 194.3 259.5 199.2
June 278.4 203.0 270.0 214.5
July 296.9 213.5 289.0 2214
August 266.9 199.2 263.2 191.1
September 231.1 181.8 231.1 153.8
October 166.7 134.2 167.8 101.3
November 129.1 102.7 128.6 69.2
December 86.4 71.9 87.0 47.1

Total 23541  1809.9 23294 16157

Gains (%) 92.87 90.73 9280 '

Graphical presentation of the simulated result
for all four cases with the solar radiation gains per
month are given on Figure 10.

The total yearly solar radiation gains for each

of the previously considered systems presented in
Table 5 are given in the diagram on Fig. 11.
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Fig. 10. Monthly solar radiation gains for the considered cases
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Fig. 11. Total solar radiation gain per year

CONCLUSION

The main aim of this paper was to determine
the optimum solar collector angles, i.e. tilt and sur-
face azimuth angles in order to obtain the maxi-
mum solar energy gain on annual basis for location
in Ohrid, Macedonia. First, in order to reach this
point that using solar trackers are helpful or not,
the daily, monthly, seasonally and yearly optimum
angles are calculated and the gain of solar energy
is determined.

There were examined four cases of solar col-
lectors with tracking and non-tracking devices for
which optimization processes were developed
simulation software’s using data programing lan-
guage.

Solar collectors with constant azimuth angle
of 180°, i.e. oriented toward south should be in-
stalled on optimal tilt angle in the range of 30°+5°

Mech. Eng. Sci. J., 31 (1-2), 6375 (2013)
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which would provide 10% more solar gains of so-
lar radiation compared if installed horizontal. If the
optimization is performed on seasonal basis, i.e.
for winter and summer periods results for winter
months with optimal collector tilt angle of 50° and
for summer months it’s 20°. Variations in the col-
lector tilt angle in the limits of +5° doesn’t affect
much on the end amount of solar radiation gain,
i.e. not more than 1%.

Optimization was done for the solar collectors
which track the azimuth of the sun. In this case the
optimal tilt angle is 50° allowing 2330 kWh/m’
available solar radiation on the collector plane in-
stead of the 1616 kWh/m® solar horizontal radia-
tion, i.e. in total 31% increase.

The last complete comparison of all of the
previously optimized cases showed that with two
axis tracking system will be gained the most solar
radiation compared with the rest three cases. But
should be noted that two axis tracking system gains
not more than 1% from the one axis tracking sys-
tem with the optimal tilt which opens field for fur-
ther techno-economic analysis.

Maw. unoc. nayu. ciuc., 31 (1-2), 63-75 (2013)
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A b s tr a c t: Greenhouse tomato makes the largest share of vegetable production in the World. The develop-
ments of biological sciences and high technology in the protected crops sector have enabled drastic increase in the
yield and contributed to improvement of the fruit quality. Main indicators for the fruit quality still remain to be evalu-
ated by appearance (shape, color, size) whereas the sensor traits (taste and aroma) are somehow neglected. Among
the consumers there is general impression that tomatoes grown on substrates are artificial, plastic, tasteless products,
compared to the “genuine” tomato raised on soil. On the other hand, Macedonian vegetables have a very good reputa-
tion in the region with their fresh recognizable taste and aroma. It will be a challenge in the future to preserve it. Lim-
iting factors for profitable glasshouse production in the Republic of Macedonia are the extreme temperatures in win-
ter and in summer time. For that reason, not only that the glasshouse capacities are underutilized, but the expensive
tomato hybrids that are intended for at least 10 months cropping period cannot return the profit within the short crop-
ping period of 3-4 months. The institutional and educational systems in Macedonia do not keep the pace with latest
developments in the greenhouse industry. Some of the Macedonian operators have made large investments in green-
house production to be able to follow the market demands. In the newly erected greenhouses in Macedonia on total
area of 7 ha in two locations (Kocani and Gevgelija) tomato is grown on substrates and the production is completely
atomized in regards to fertirigation, environment control etc. This technology gives room for larger plants density and
consequently, higher yields per unit of area. However, the substrate cultivation is not entirely adopted by the opera-
tors and they are completely dependent on the services provided by the supplier. It is of crucial importance to support
them in this initial period of new production in identifying the bottlenecks and providing eventually intervention for
optimal usage of the new technology.

Key words: vegetable production; greenhouse; energy

CTAKJAPHHUYKO IMPOU3BOJCTBO BO MAKEJOHMJA — ITPEAN3BUIIM U MOKHOCTH

AmncTp ak T: Hajronem nei o H3B030T Ha PaHOIPaAWHPACKU IPOM3BOJIN O CTAKJIAPHHYKO ITPOU3BOCTBO
ro COYMHYyBaaT JomaTuTe. Pa3BojoT Ha OHONIOIIKMTE HAyKM M BHCOKAaTa TEXHOJIOIHja KoOja ce NpPUMEHYBa BO
3aIUTUTEHUTE IIPOCTOPH OBO3MOXKYBAaaT JPAcTHYHO 3rOJEMyBambe Ha MPOM3BOJACTBOTO M INOJNOOpyBame Ha
KBAJIMTETOT. [ JIaBHUTE MHIMKATOPH 32 OLICHA Ha IUIOJNOT U NOHATaMy ce HeroB m3riex (popma, 60ja U roneMuHa),
JIOJIeKa OCETHUTE KPUTEPHYyMH (BKYC W apoma) ce 3armoctaBeHH. Kaj KpajHHTe KOPUCHHUIHM MOCTOHM yOeayBame AeKa
JIOMaTUTEe KOM pacraT CcO CYICTpaTH C€ BEIUTA4KH, IUIACTHYHM, OCCBKYCHM NPOM3BOAM BO cropenda co
,,OPUTHHAJIHUOT IOMaT Koj pacte Ha 3emja. OJ Apyra cTpaHa, MaKeIOHCKUTE JOMATH UMaaT U3BOHPEIHA peryTalyja
BO PErHOHOT, ke Ouze MpeAn3BUK Taa Ja ce 3auyBa. OrpaHndyBama 3a npoGUTabHIIHO OPaHKEPUCKO MPOU3BOJICTBO
ce eKCTPEeMHHUTE TeMIeparypH 3uMme u Jiere. O oBaa IpUYMHA rojieM Opoj Of cTakiapHULKUTE BO MakenoHHja He ce
JIOBOJIHO MCKOPHCTCHH, a 3aT0a CKaliTe XMOPUIHU JOMATH, KOH ce HaMeHeTH 3a 10-MeceuHa HHTEH3UBHA Gepba, He
MOJKar Ja co3nanaT npohut nopaau kparkara 6epba of 3 10 4 Mecenu. HCTHTYLIHOHAIHAOT U 00Pa30BHHOT CUCTEM
Bo PemyOnka MakenoH#ja He ce BO YEKOp CO Pa3BOjOT Ha TEXHOJIOTHjaTa Kaj OpPaH)KePHCKOTO MPOM3BOACTBO. Hekon
0] MaKeJOHCKMTE MHBECTUTOPH BJIOXKYBaaT OIPOMHHU CPEICTBA 3a Jia TH clefaT norpedure Ha masapor. HajuoBure
CTaKJIAPHULM pabOTaT CO LEIIOCHO aBTOMATH3UpaHH nporecd. OBaa TEXHOJIOTHja OBO3MOXKYBA [0T0JIeMa I'yCTHHA Ha
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pactenuja u norosieMa Oep6a Ha ncrara nospirHa. Cerak, TEXHOIOTHjaTa He € IIEJIOCHO YCBOEHA O ONIEPaTOPHUTE U
THe CEyIITe ce 3aBUCHU 0J] HabaByBadoT. KitydHo e oneparopute, Bo oBaa paHa ¢asa 1a OHIaT Mo IpKaHH.

Konyuynn 3060poBH: paHOTpaguHAPCKO IPOU3BOACTBO; CTAKIAPHUK; CHEPIHUja

1. INTRODUCTION

The greenhouse sector in the Republic of Ma-
cedonia is one of the largest employment genera-
tors, both permanent as well as seasonal. Since the
establishment of the first PE tunnels and later on
with erection of the glasshouses, by the end of
70 s, the sector has undergone severe crises, but
the production and the revenues have remained
relatively stable. The challenge of the sector in
general is in diversifying export market, which is
possible only if the product responds better to ex-
port market requirements in terms of crop diver-
sity, applied technologies, quality, grading and
packaging.

Macedonian vegetables have a very good
reputation in the region with their fresh recogniz-
able taste and aroma. It will be a challenge in the
future to preserve this reputation due to the lack of
investment in modern technologies that will reduce
the cost of production. Limiting factors for profit-
able glasshouse production in the Republic of Ma-
cedonia are the extreme temperatures in winter and
in summer time. For that reason, not only that the
glasshouse capacities are underutilized, but the
expensive tomato hybrids that are intended for at
least 10 months cropping period cannot return the
profit within the short cropping period of 3 to 4
months. The seasonal production and avoidance of
the extreme winter conditions due to the high costs
for heating also evokes problems with a very low
marketing price because the harvest is set to a spe-
cific period which overlaps with the harvest period
in the plastic tunnels at the same time.

2. MATERIAL AND METHODS

The analysis was prepared in the period from
January to April 2013. At this period the green-
houses are heated and in the means of gaining real-
time data, there have been several meetings and
field visits with the representatives of several
greenhouse companies. The conducted surveys
included the following greenhouses producing of
vegetables in different types of protected areas:

— Kanet Agro, Negorci
— Badzo PT, Bogdanci

— Eko oaza Samandov, Stip
— Vegefresh, Kukli§
— IGN Magro, Cucher-Sandevo.

In addition, the study conclusions and rec-
ommendations have been discussed on one hand
with group of individual agricultural households
producing in plastic tunnel producers through fo-
cus group discussion and on the other hand with
some of the members of the Association of glass-
house producers through the Economic Chamber
of Macedonia.

The end results provide comparison analysis
of the heating systems for greenhouses and glass-
houses. In addition, it provides recommendations
for the value chain participants for the most cost
efficient systems and opportunities for energy sav-
ings through the implementation of environmen-
tally friendly technology. The term “greenhouse”
used in the study is referring to all protected areas
(glasshouse and plastic tunnels) with installed heat-
ing systems which are considered within the scope
of the study.

3. CURRENT SITUATION

Macedonia has approximately 260 ha of agri-
cultural cultivable area under glasshouses, but the
exploitation of these capacities ranges between 70—
75%. Most of the greenhouse complexes are blocks
of 6-24 ha units in extent. In addition the area of
vegetables cultivated under plastic tunnels is not
precisely known, however it is estimated to be be-
tween 4.000 and 6.000 ha used mainly for cultiva-
tion of tomatoes, cucumbers and peppers.

Analyzing the large producers, the heating
system used is generally made of fuel supply sys-
tem, fuel burner, heat exchanger, heat distribution
system and a control unit. System used in Mace-
donia in large greenhouses are central systems,
where the boilers is located in separate house out-
side the greenhouse and the heat (medium is warm
water) is distributed to the greenhouses by a distri-
bution system (steel pipes) (Fig. 1).

The hot water is delivered to the greenhouses
by a main supply and return systems of pipes that
are insulated from the surrounding to minimize
heat loss. Secondary net of pipes is installed inside
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the greenhouse, and is delivering heat to the crop
by convection and radiation (Figs. 2 and 3).

Fig. 1. Distribution heating system used in a glasshouse
in Macedonia

N
Fig. 2. Heating pipes. Material. Black steel. Purpose:
The heating pipes are also used for movement

of the harvesting carts

Fig. 3. High position of heating pipes

Warm water boilers are generally used in or-
der to ensure continuous optimized thermostat re-
gime. Heavy fuel and petrol are the main energy
sources (Figs. 4, 5, 6), while geothermal water is
being used in smaller level. The clear price advan-

Mauw. unsxe. Hayu. cituc., 31 (1-2), 77-84 (2013)

tage against heavy oil heating should stimulate
greenhouse operators to investigate the assump-
tions indicating existence of over 200 geothermal
wells in Macedonia (Fig. 7).

The small producers use external boilers,
typically on wood. The system is connected to mail
steel pipes and secondary plastic thermo pipes.
Measurements of temperature and humidity are
manual, and interventions in the systems are tem-

porary.

Fig. 4. Heavy oil boiler. Installed in 1973; heating capacity: 6
ha; place of origin: The Netherlands

Fig. 5. Boiler chamber with chimneys

Fig. 6. Propane-butane tanks.
Usage: Installed but not in function
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Fig. 7: Hot water reservoir.
Capacity: 50 t. temperature: 65°C

Construction

The first line of defense in efficient heating of
a greenhouse is the structure itself. Losses vary
depending on the greenhouse covering and the age
of the structure. In general, newer structures will
have better seals around the coverings and open-
ings than older houses. The most commonly pre-
sent types of greenhouses used in Macedonia is
Venlo type including a heating system where the
total investment consists solely of the purchase of
the entire greenhouse with existing construction,
heating system and glass cover. This requires in-
vestments in renewal of durable equipment, which
is however limited to the minimum [1, 2, 3]. The
glasshouses in Macedonia are generally multi-
span, single wall and are mainly imported from
dealers from Holland, Bulgaria or Israel. There
have been build 250 ha multi-span glasshouses and
only 20 ha single-span. The construction of Dutch
‘Venlo’ 3.20 m, mixed with Bulgarian type prevail.
In plastic covered greenhouses the old domestic
type construction are being followed by Israeli or
Greek type.

The tunnels are covered mainly with PE UV
stabilized, with CO extruded 3 layer film and also
PVC is used. The plastic materials have a thickness
of 18-20 u. PE is used mainly for mulching and
also straw for cucumber growing. The plastic film
for tunnels is used for three years. Aluminum and
galvanized steel are used along with wood for plas-
tic greenhouses, while for glasshouses galvanized
steel and steel + aluminum are more used. Some of
the producers use double layer of plastic covering
but it is not sealed cover and it is only used not to
allow the heat to go fast to the sealing of the
greenhouse.
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Production

In the 260 ha of agricultural cultivable area
under glasshouses (blocks of 6-24 ha per unit) 70—
75% of the capacities are used. Although the pro-
duction of peppers is very favorable in the south-
east part of Macedonia, the greenhouse producers
are generally not interested in production of pep-
pers for fresh market and are drastically reduced
[4]. Yields per unit are quite variable depending on
the year, producer, variety, cultivation technology,
etc. It is noted that the vegetables produced with
hydroponics have bigger yields than the production
on soil. This production technology is mostly im-
plemented for production of tomatoes. The differ-
ence between the yields of tomatoes produced on
soil and with hydroponics is very high. The yields
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of traditional production on soil vary from 150 t/ha
to 200 t/ha, and with hydroponics the average yield
varies from 450 to 600 t/ha depending of the vari-
ety [5, 6, 7]. Cucumbers have average yield of 220
t/ha. The average yield of peppers is 35-36 t/ha for
some varieties that are meant for the processing
industry. Although a number of other crops are
cultivated under protected cover, such as early po-
tatoes, watermelons under small tunnels and
strawberries under plastic soil cover, the largest
area is planted by tomato, cucumber and hot pep-
per. Most of the tomato varieties grown in green-

houses are: Belle, Balet, Magnus, Yena, Alandra,
Bonito and Geronda. There are short cucumber
varieties (Adrain, Pontia, Jazer), long type cucum-
bers (Navada, Kalunga, Palmera) as well as gher-
kins (Motiva, Componist, Parker, Levina) [8, 9].
The quantities of peppers grown in protected area
are insignificant compared to the aforementioned
crops. Predominant pepper varieties are: Fortesa
and Struma (hot peppers) and Pinokio (sweet pep-
pers). The production of Macedonian greenhouse
sector is shown in Table 1.

Table 1.
Production and area under glasshouses in the period 2005-2010 [10]
Crop 2005 2006 2007 2008 2009 2010
ha t ha t ha ha t ha t ha t
Tomatoes 117.2 9554 120 12580 121 140.6 14952 1542 18275 147.0 18285

Cucumbers 455 7350 425 7100 504
Pepper 39.0 212 1.5 75 2.0
Cabbage 2.5 100 17.0

540 9812 558 7845 62.0 9700
3.8 147 5.0 80 3.0 105
15.0 700 18.8 587 17.0 650

The start of cultivation depends on the possi-
bility of heating the greenhouses. The few glass-
house operations that have the financial means to
purchase sufficient crude oil and start nurseries
(first tomato, later the more cold-sensitive cucum-
ber) already in November, transplant the seedlings
in December and harvest the crop in February and
March when very high prices can be obtained.
Most glasshouse operators, who cannot afford the
heating expenses (up to 0,39 Euro/kg.), start later
to save on fuel consumption but fetch lower prices
for the crop.

Next, production in the plastic tunnels starts
in February/March with harvest in May/June, de-
pending on whether or not, the tunnels are heated.
In case of heating this is done subsoil by passing
hot water through plastic tubes that are laid below
the ground [11]. Most foil tunnels, however, are
not heated and thus come later into production.
Then the open field season starts in April, often
using seedlings grown in protected nurseries and
continues until September. In the hot summer
months, protected cultivation cannot compete with
open field cultivation [12]. The protected cultiva-
tion starts again in September for a second crop
(only tomato and cucumber — often gherkins) as
practiced by an increasing number of growers,
where heating is available.
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Technology

Modern technologies offered by importing
companies from Holland and Israel are used in
glasshouses. Strong links with these companies
supply glasshouses with appropriate seeds, fertiliz-
ers, predators for biological control, etc. Soil-less
technology is applied only in some private glass-
houses where rock wool, perlite and peat are used
as substrate.

Heating is used in all glasshouses and also in
some plastic covered greenhouses. Warm water
boilers are generally used in order to ensure con-
tinuous optimized thermostat regime. Heavy fuel
and petrol are the main energy sources, while geo-
thermal water is being used in smaller level, in
about 40 ha, mainly in glasshouses, in Kocani.
Cooling is mainly static of mist and fog type and
ventilation is achieved through ridge ventilation
and also through combined type (with gable and
side wall). Drip irrigation and fertigation are the
most used, but furrow irrigation is applied too,
even to some glasshouses. In glasshouses fertiga-
tion is generally used with dosing pump and also
with diluters. The greenhouses are disinfected us-
ing steam (mainly in glasshouses) and other
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chemicals treatments. Biological and integrated
pest control has been applied successfully in some
glasshouse blocks under the direction of Vegetable
Crop Institute, as the unique control. Biological
products have been as well produced, but this kind
of production needs further stimulation, i.e. rela-
tive to controls, labeling and price mechanism.

Research, education and institutional framework

The institutional and educational systems in
Macedonia do not keep the pace with latest devel-
opments in the greenhouse industry. In absence of
the know-how the greenhouse operators are di-
rected to search for consultancy, technology and
equipment from foreign suppliers and providers.
The research where respective vegetable depart-
ments of agriculture faculties are included must be
supported to increase their activities relative to the
technical level of farmers and also prepare and dis-
tribute projects dealing with the most suitable con-
structions for protected cultivation in different ar-
eas; the most suitable areas for future expansion of
plastic covered greenhouses, supporting the objec-
tives of the national strategy.

The competencies for the greenhouse sector
in the Republic of Macedonia are located in several
institutions including:

— Ministry of Economy

— Ministry of Agriculture, Forestry and Water
Economy

— Ministry of Environment and Physical Plan-
ning

— Ministry of Transport and Communications

— Energy Regulatory Commission

— Local Self-Government

The key documents setting out the Govern-
ment policies for Macedonia’s development of ag-
riculture and rural development include:

(i) the Government’s Pre-Accession Eco-
nomic Programme;

(i1) the National Agricultural and Rural Devel-
opment Strategy for 2007-2013 with the
National Plan (IPARD Programme) and in
coherence with the national strategic objec-
tives for EU Integration;

(iii)the Industrial Policy for 2009-2020;
(iv)the Strategy on Food Safety;

(v) the Fourth Program for Stimulating In-
vestments for 2011-2014;

(vi)the Public Investment Program.

The Agency for financial support of agricul-
ture and rural development is a part of the operat-
ing structure for implementing the funds from the
fifth component of the Instrument for Pre-
Accession assistance from the European Union
(IPARD).

Current issues

The delayed privatization process has re-
strained glasshouse operators from making neces-
sary expenses for maintenance and re-equipment.
For many glasshouse operations, there is an acute
lack of working capital to pay for heating, which
means that these greenhouses have no competitive
advantage over plastic tunnels production with re-
gards to the time of harvesting. In the last 15 years
and so there have been no significant investments
in the glasshouse sector, which has lowered the
output and substantially raised the cost of produc-
tion. Only recently some modifications have been
made in the sense of technology modernization and
computerization.

Part of the greenhouse companies are organ-
ized in the Association of Greenhouse Producers
that operates within the Economic Chamber of
Macedonia. The other part of the companies oper-
ates with the Agro Business Chamber which is part
of the Macedonian Chambers of Commerce. Even
though these companies are one of the largest job
generators in this sector, there is a serious lack of
communication and understanding between the
Associations and the government bodies; therefore
there is no National Strategy for greenhouse pro-
duction developed yet.

Due to the situation with infection with E-
scherichia coli in the consumption of fresh vegeta-
bles, there was a drastic reduction in sales of vege-
tables, especially exports, lower prices, and cancel-
lation of purchases by foreign buyers. In this situa-
tion, a large part of the production of cucumbers
and tomatoes produced in greenhouses is sold in
the domestic instead on the foreign markets. Re-
duced sales and prices adversely affect the income
of greenhouse producers. In addition of the prob-
lems with the foreign markets, the greenhouse
companies suffer negative revenue impact and
higher production costs due to the increased in-
vestment in seed and fertilizers which are with
higher prices compared with previous years. Also,
the price of the heavy oil drastically increased by
269% compared to the price in 2009.
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In 2011, the Association of Greenhouse Pro-
ducers within the Economic Chamber of Mace-
donia held a meeting in the Ministry of Agriculture
on which were presented the current situation and
problems of greenhouse production and sales, with
suggestions and requests directed to a partial com-
pensation of suffered damage and assistance with
specific measures to increase direct payments for
greenhouse production of 500,000 MKD/ha, com-
pensation for the increased cost of heavy oil
amounting to 50% of the value of spent heavy oil,
enabling the use of favorable working capital loans
(with interest rates no higher than 4%) and higher
repayment period (5 years with 1 year grace pe-
riod) by means of ACDF, Compensation Fund,
earmarked loans for primary agricultural produc-
tion and other sources, such as loans earmarked for
repayment of loans to commercial banks, increas-
ing the maximum loan of 100,000 € to 700,000 €,
and additional compensation from funds collected
from European funds for suffered damage for the
vegetable producers as a result of disruption in the
market due to the emergence of Escherichia coli.

The greenhouse constructions in the current
legislation are defined as “temporary construc-
tion”, and this causes issues in the terms of tax ob-
ligations to the companies. The companies are
complaining that they cannot gain full ownership
of the land and construction due to this issue, and
they demand that the land on which the green-
houses are built to be transformed into construction
land. It is pointed out that in the latest version of
the national Law on Agricultural Land, the fee
amount for legalization of the objects is foreseen
and too high (10 MKD/m?) and should be revised.
Other anomalies regarding greenhouse production
are located in several legislatives that are directly
or indirectly regulating the greenhouse production.
These laws mostly refer to the regulation of heat-
ing sources, irrigation and energy use. The green-
house companies pointed out several articles in the
Law on waters that should be revised and modified
according to their suggestions in order to comply
with more efficiency in their functioning.

More than 40 ha of greenhouses in Mace-
donia are heated with geothermal water. The geo-
thermal energy source is currently the most cost-
effective energy source for heating compared with
the use of heavy oil or natural gas because of the
price. But, as of 17 January 2012, by the decision
of the Government of Republic of Macedonia, the
price of geothermal water is increased by 588%
from the initial price per m* of geothermal water.
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At the same time, the greenhouse companies that
are interested to invest in new geothermal wells are
pointing out that the activities for new welling are
very expensive (circa 700.000 € per well) and there
is no guarantee that the wells will result with the
water temperature that is needed for use of heating,
nor that the water flow per second will be suffi-
cient to be used in geothermal pumps. That addi-
tionally increases the risk and is drawing attention
even more to the fact that there have not been any
geological researches performed in this field for
their assurance of the investments. Thus, the in-
vestments can grow up to few million Euros for
innovative geothermal technology that can be con-
sistent for the needs of the producer.

4. CONCLUSIONS

The greenhouse sector in the Republic of Ma-
cedonia is one of the largest employment genera-
tors, both permanent as well as seasonal. As the
price of energy is permanently increasing, heating
costs negatively influence the productivity and
overall competitiveness of fresh vegetable produc-
ers and it is necessary to introduce “alternative”
energy in the agriculture. Increased fuel costs and
winters colder than normal make heating costs a
significant burden on many greenhouse operations.
For many glasshouse operations, there is an acute
lack of working capital to pay for heating, which
means that these greenhouses have no advantage
over tunnels with regard to the time of harvesting.

The greenhouse constructions in the current
legislation are defined as “temporary construc-
tion”, and this causes issues in the terms of tax ob-
ligations to the companies. The general conclusion
is that the government should make efforts to sup-
port the greenhouse sector by several measures that
can increase the regional competitiveness. The
measures should be by means of direct support and
intervention in the current legislative, competent
for the greenhouse sector. The main problem of
vegetable production from protected cultivation is
their marketing. Macedonia lacks big auction cen-
ters, which decreases the real value of production.

Macedonia is well-positioned to be the low-
cost greenhouse producer for the European market
thanks to:

e good winter sunlight in comparison to
most of Europe;

e low cost land and geothermal water;

e Jow cost labor;
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e rapid refrigerated truck transport to major
European markets in 30 to 60 hours;

e low electricity costs;

e direct subsidies for new greenhouse con-
struction and for introduction of new tech-
nologies as e.g. soil-less cultivation, drip
irrigation and fertigation, etc.

Relative to present situation of protected cul-
tivation and their development in the future in Ma-
cedonia the main constraints met by greenhouse
vegetable production sector are as follows:

e relatively low average yield because of
prevailing of low tunnels;

e lack of coordination in production, which
influences in price;

e there is no tax alleviation for inputs that
will be used in greenhouses or for green-
house construction;

e market competition coming from countries
out of the area that posses high level of
marketing preparation of product;

o the lack of needed marketing information;

e in conditions of fragmented small farms
the associations of vegetable growers are
yet not very strong to defend and help the
produce

There is not a particular national strategy for
vegetable development including greenhouse crop
production and vegetable marketing, which is eco-
nomically and socially very important for the
country. In order to maintain and further extend the
export markets towards Western Europe some
measures would be needed to be applied to pass

from extensive to a more intense phase of pro-
tected cultivation, i.e. improving the technology
for greenhouse production diversification in time,
species and cultivars.
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A bstra ct: The aim of this study was to introduce better franchised businesses, to evaluate the opportunities
for the Macedonian entrepreneurs to start such businesses and to analyze what are the conditions of the Macedonian
market for franchised businesses. For this purpose survey was conducted, and also interviews with 21 enterprises
took place. The results showed that the owners of franchises are generally entrepreneurs who already had some kind
of business experience and also in most of the cases one businessman has more than one franchised business. Hence,
the Macedonian market needs regulation and introduction of standards in certain segments of franchising. As for the
financial aspects there should be special loan or credit programs for franchise and there should be more domestic spe-
cialized consultants that will support entrepreneurs in the process of acquiring new franchises

Key words: franchise; franchisor; franchisee; franchise fees; franchise opportunities

OPAHIIN3ATA KAKO OBJIUK 3A 3AITIOYHYBAIBE MAJI BU3HUC - 3ACTAIIEHOCT
N MOXHOCTHU 3A PA3BOJ BO PEITYBJINKA MAKEJJOHHJA

AmncrtpaxkT: Llenra Ha oBaa cryauja Oerme 1a ce 3ano3Hae moxo0po OGH3HUCOT co (paHIIM3a, 1A Ce OLEeHAT
MOXKHOCTHTE 32 MaKeJOHCKHUTE IPEeTIpHeMadt Jja 3all09YHAT TAKOB OM3HUC U J]a C€ aHAIM3HPA KaKBU CE yCIOBHUTE Ha
na3apoT Bo MakeqoHHja 3a OU3HHCH co (paHmm3a. 3a oBaa HaMeHa Oellle CIPOBEICHO HCTPAXYBAame BO KOU ydIecT-
ByBaa 21 mpernpujatue. Pe3ynTaTuTe NokaKyBaar JieKa COINCTBEHHLMTE Ha (paHIIN3H CE TJIaBHO NMPETHpHEMayl KOU
BeKe nMaJjie HeKOj Buj OM3HKC U, UCTO TaKa, BO MIOBEKETO CIIydau eIeH IpeTIpreMad ¢ KOPHCHUK Ha MOBeKe 0]] eHa
¢bpanmM3a. AHaNIU3KUTE TOKaXKaa JIeKa Ha MaKeJOHCKHOT I1a3ap MOTPeOHO € Peryspambe U BOBELyBabe CTaHAApAH BO
OJIpEICHN CErMEHTH 3a CTPYKTYpHpame Ha (ppaHIM3HHroT. OcoOeHO 3HauajHo € JeKa 0]l pUHAHCHCKM aclekT Tpeda
Jla ce UMa IoceOHH 3aeMU MM KPEeJUTHH IPOorpaMu 3a (paHIIn3a, a U 1a ce 3roJieMu OpojoT Ha CHelyjaln3upaHuTe
KOHCYJITAaHTH KOU Ke TI0CpeayBaaT BO JOOMBAETO M PAOOTEHETO Ha (hpaHIIN3aTa.

Konyunn 360poBu: ¢panmmsza; Gppanmmsop; GppaHium3anT; GpaHIn3Hd HaTOMECTOLH; MOXKHOCTH 3a (paHIIn3a

1, INTRODUCTION

Franchising is practice of using successful
business model from another enterprise. For the
franchisor, the franchise is an alternative way of
building chain of sale points for distributing goods
and at the same time to avoid investing and total
responsibility of the sale chain. Franchisor success
is actually franchisees success. Generally, the fran-
chise has specified duration, divided into shorter
periods that request renewal and it serves defined

territory or region around its location. According to
International Franchise Association [1], a franchise
is the agreement or license between two legally
independent parties which gives:

e a person or group of people (franchisee) the
right to market a product or service using the
trademark or trade name of another business
(franchisor);

o the franchisee the right to market a product
or service using the operating methods of the
franchisor;
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o the franchisee the obligation to pay the fran-
chisor fees for these rights;

e the franchisor the obligation to provide
rights and support to franchisees.

Both franchise parties, franchisor and franchi-
see, have several interests to protect. The franchi-
sor is mostly involved in providing protection of its
trademark, controlling the business concept and
securing its know-how. Hence, the franchisee is
requested to perform the work due to which the
trademark became widely known or eminent. In
franchises there is great deal of proposed stan-
dardization. The service place or the store should
carry the franchisor sign, logo and trademark on
prominent location. The franchisee personnel uni-
forms should be with determined shade and colour.
The service should be in accordance with the
model followed by the franchisor in its successful
operation. Thus, the franchisor has no complete
control over the franchisees business, as it would
be in retailing [2].

Mainly three factors do business suitable for
franchising [6]:

e business is based on a proven system for
serving the end users,

e system could be reduced to sum of opera-
tional rules that could be transferred to
others in written form,

e there are enough potential concept buyers
to make it worth the investment costs, for
establishment of franchised system.

Figure 1 shows the franchise distribution by
industries, for the period 2001-2005 [3]. Although
we do not have figure for nowadays it is not much
changed, fast food franchises continue to dominate
with 19%, followed by retailing with 11% and ser-
vice businesses with the same 11%.

Examples of using franchise existed since the
middleages, in Europe in the 20th century in tav-
erns in Germany, but it is considered that the fran-
chising actually started in USA [4]. In 1851 Isaac
Singer became the first American franchisor with a
product name, when he began to sell rights to in-
dependent travel retailers to sell its machines to
end users. Although the company Singer for sew-
ing machines was the earliest American name of
franchised product, very quickly it was exceeded
by a more important franchised name: Coca Cola.
At the beginning of 1890s Coca Cola chose to give
franchise rights for bottling its drink to many inde-
pendent businessmen, who got exclusive territory
for drink distribution. In return, they paid and un-
dertook the risk of product distribution. Franchis-

ing as a business form really took off in the 1950s
and 1960s, when many of the current big franchise
chains were established, names such: Tastee-
Freez"”, KFC®, McDonald’s and Burger King”.
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Fig. 1. Franchise businesses by sectors
Source:Half Hollow Hills Community Library, Quarterly
Newsletter — Winter 2008, Focus on Franchising

It is estimated that more than 800 companies
are international franchises and additional 100 are
starting its own expansion internationally every
year. This is a real chance to seek opportunities
among the worldwide well known franchisors [9].

ON-SITE RESEARCH

Around 90% of Macedonian companies are
registered as small enterprises, in which work
around 55% from the employees in private sector.
According to the main business activity registered,
the majority of businesses are in the commercial
sector of wholesale and retail (47%), production
sector (13.1%) and transport, storage and commu-
nications sector (approximately 10%) [5].

Statistics says enough about the importance of
small businesses for the economy of Republic of
Macedonia. The commercial sector of wholesale
and retail (47%) is the share where franchised
businesses belong [8].

To evaluate the overall state of franchise
businesses in Macedonia, research was conducted
through a survey of a number of companies that
are using franchise or work as sales representa-
tives. The goal was to discover the purpose of
starting business with franchise, from which sec-
tors are the most Macedonian franchise units, the
financial and legal condition they had to face, im-
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plementation process, relations with franchisors
and attractiveness and prospects of starting busi-
ness by buying franchise. In survey 21 enterprises
(Setimiano — 7 CAMICIE, AvtoKuéa — Opel,
Chevrolet and Dunlop, Makedonijaturist — HOLI-
DAY INN Hotels & Resorts and BEST WEST-
ERN Hotels, Eurostandardbanka — MASTER CARD
EUROPE, FuksMak — FUCHS PETROLUB AG
and others) took place with their brands (in most
cases one enterprise works with more than one
brand). Managers from surveyed enterprises were
interviewed, in which they gave detailed answers
from their viewpoints about the franchise opportu-
nities and market environment in Macedonia.

During the creation of survey the well-known
pros and cons of buying franchise were taken into
account [2]. The common advantages of buying a
franchise are:

— proven blueprint,

— established trademark,

— possible cost saving,

— industry experience might not be necessary,
— monitoring and peer support.

As general disadvantages can be stated:

— set-up costs,

— franchise fees,

— operational constraints, and

— structural weaknesses.

Also, the survey is related to the Macedonian
buyers of franchises, because as the market re-
search showed there are not known Macedonian
products or services that are sold as franchise in or
out of the country borders.

RESULTS

By the number of employees, small enter-
prises are those with a number of employees from
6 to 50, where belong most of the Macedonian
businesses with franchise, as given on Figure 2.

As for the presence, 54.5% of franchises have
only one operational unit in the country, mostly
due to the small market, where one unit is suffi-
cient to serve the territory, but this is also depend-
ent by the type of business.

Analysis of the franchise ownership in terms
of gender shows that owners to these businesses in
Macedonia are generally men. 51.5% of the own-
ers are in the age group 25 to 40 years, 35% in the
age group of 41 to 55 years and the rest are over 55
years old. The ownership by gender is given on
Figure 3.
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Fig. 3. Franchise ownership by gender in Macedonia

The reasons for starting a franchise business
are given in Figure 4.
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Fig. 4. Reasons for starting-up a franchise business

50% of the franchisees consider the franchise
fees as high and another 40% consider them as rea-
sonable.

The majority of the franchisees have done it
by themselves the market / competition analysis in
the region they work in; the percentages are shown
in Figure 5.
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Fig. 5. Market / competition analysis

Financial sources that were used by Macedo-
nian franchisees are given in Figure 6.
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Fig. 6. Financial sources when starting-up the business

Figure 7 gives the franchisee content from the
communication with its franchisor.
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Fig. 7. Franchisee communication content

Difficulties franchisees encountered in estab-
lishing the business in Macedonia are given on
Figure 8.
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Fig. 8. Legal / financial / cultural / personnel difficulties

In terms of the opportunity to develop their
business 62% responded positively, and the re-
maining 38% negative, but neither of them did not
think to leave franchise work.

As for the views about attractiveness and
prospects of franchises,they are more than positive,
current users believe that franchising is an attrac-
tive business model that has excellent prospects in
the next decade.

The personal views of the respondents about
the main advantages and disadvantages are saying
that they generally see the advantage in working
with worldwide famous brand, working practice
that somewhere already succeeded. Macedonian
franchisees found personal satisfaction and clear
financial performance and records in this work.

Most complain was focused to high stakes,
high costs and standards, and a small profit. Due to
the unpredictable economic situation in Macedonia
it appears powerless to calculate the actual loss.

RECOMMENDATIONS AND CONCLUSIONS

The recommendation of the Macedonian
franchisees is to identify the right brand that would
succeed in Macedonian market, and to be patient
because the effects of working with franchise are
not coming right away. It takes time, investment
capital, private education and most importantly,
investing in staff [7].

Nevertheless, it is advantage to work with
well-known trademarks regardless of whether it is
a product or service. Choosing to start a business
with a franchise reduces the risk of failure, because
everything that should be known for the business is
given by the franchisor. Therefore business format
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franchising is the most widespread. In business
format franchise, the franchisor gives the franchi-
see licenses of his/her business format, operating
system and trademark. So, the business format
franchise does not use just the product, service and
trademark of the franchisor, but also the complete
method for conducting the business, such as mar-
keting plans and operating instructions. That is
why specific prior knowledge of the field it is not
necessary to start a franchise business. However,
should not be forgotten that the initial costs of
starting a franchise business are very higher than in
other small businesses.So, the new franchisees
should make a good calculation and have backup
plan due to the unpredictable market in Macedonia.

As summary [4] can be stated that franchises
nowadays are more often used as business models
in Macedonia, the younger population often recog-
nizes the franchise as good way for starting up a
business. One of the biggest problems is finding
adequate personnel and there are some market non-
regulated segments, and also Macedonian market
is considered a market with a very unstable and
unpredictable economic situation.

Recommendation and areas in which there are
opportunities for further research:

e increasing the number of professional con-
sultants and organizations that work on
market research,

e banks to create special, more favorable
loan program for future franchisees,

e franchising legislative introduction in Re-
public of Macedonia,
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e regulation of certain market segments and
introduce standards,

e creation of Macedonian franchise products
or services.
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ITPEIJIEJJ HA HEKOU HEOJAMHEIIIHHU PE3YJITATH 3A JIAIIVIACOBATA TPAHC®OPMAILINJA
N KOHBOJIYIIMJA HA YJITPAIUCTPUBYLIUN

AmcTpak T1: [lageHn ce HEKOJIKY HEOJaMHEIIHN Pe3yiITaTé of TeopHjara Ha Jlammacosara TpaHcdopmanuja u
KOHBOJIyIIHja BO IPOCTOPHUTE HA yIATPAAUCTPUOYIIIH.
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1. INTRODUCTION

This article is a review of some recent devel-
opments in the theory of Laplace transform and
convolution of ultradistributions. All the results
that we give here are already stated and proven in
recent papers. They are stated here without proof
and always there is an explicit reference to the pa-
per where they appear.

The Laplace transform is a widely used tool
in mathematical analysis. Its close relationship
with a number of other transforms, like the Mellin,
Borel and Z-transform, makes it very interesting
from theoretical point of view. Also, it finds its
own use for solving of differential and integral
equations. Besides its theoretical importance, the
Laplace transform is widely used in physics for
analysis of linear time-invariant systems (like har-
monic oscillators).

To motivate the study of convolution one
doesn't need to look further then the simplest ex-

amples. For if P(D)=)_c,D* is an ordinary par-

‘a‘s;z
tial differential operator then P(D)u can be re-
written as P(5)*u , where P(5 ) is the (ul-
tra)distribution ZCaD“é' . In ultradistributional

‘a‘én
setting one can consider infinite such sums with
appropriate conditions on the coefficients c, .

2. PRELIMINARIES

The sets of natural, integer, positive integer,
real and complex numbers are denoted by N, Z,

Z., R, C. We use the symbols for x € R?:
P 1/2
()= (1++f) ", D7 =D oD

DY, =i0% 3%, @ = (dymt,) € N,
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If zeC’, by z° we will denote z +...+ z_.
Note that, if x € R, x* :|x|2.
Following [8], we denote by M, a sequence

of positive numbers such that M =1 and:
M}<M, M, (M.1)
for peZ, ;
M, <c,H’min,, (M, M}, (M2
p,q €N, for some c,,H >1;
= M

>

p=q+l

= Scoqﬁ, qe’Z, M.3)
M, M ,

g+l

although in some assertions we could assume the
weaker one (M.3)' (see [8]). Note that the Gevrey

sequence M, =p!", s>1, satisfies all of this
conditions.

For a multi-index e N, M, M,

a"
lo|=a,+..+a,.
Recall, m, =M,/ M

function for the sequence M, is defined by

»1» P€Z, and the associated

o’
M(p)zsuppeNlog+M , p>0.

P

It is non-negative, continuous, monotonically
increasing function, which vanishes for sufficiently

small p >0 and increases more rapidly than In p”
when p tends to infinity, forany pe N.

Let U — RY be an open set and K ccU (we
will use always this notation for a compact subset

of an open set). Then E e, (K) is the space of all

. . ‘D“(p(x)‘
0 d JLE N
peC (R ) which satisfy sup sup ]

o] < 00
aeN’ xek

and DLM"}’h is the space of all peC” (Rd) with

. o D (x)
supports in K, which satisfy sup sup—M

.
aeN? xeK

As in [8], we define:
M

£ () = tim projiim proj E'* (K
0

KccU h—

M) (U) =lim projlimind g (K),

KecU h—o

D"} (U) = limind lim proj DYV,

KccU howo

D™ (U = limind limind D"

KccU h—o©

The spaces of ultradistributions and ultradis-
tributions with compact support of Beurling and
Roumieu type are defined as the strong duals of

D(M”)(U) and E(M”)(U), resp. D{M”}(U) and
E .} (U ) For the properties of these spaces, we
refer to [8], [9] and [10]. In the future we will not

emphasise the set U when U =R‘. Also, the
common notation for the symbols (Mp) and

{M,} will be *.
For fel', its Fourier transform is defined
by [e™f(x)dr,éeR.
R(I

By R is denoted a set of positive sequences
which monotonically increases to infinity. For

(rp ) € R, consider the sequence N, =1,

P
sznrj , DEZ,.
Jj=1

One easily sees that this sequence satisfies (M.1)
and (M.3)' and its associated function will be de-

noted by N, (p) , 1.e.

o’
N, (p):suplog+—p, p>0.

N
v M

Note, for given (rp) and every k>0 there is
Po > 0 such that N, (p) < M(kp), for p> p,.
In [21] the following lemma is proven.

Lemma 2.1. [21] Let (kp) € R. There exists

(k'p)ei]i’ such that k'p Skp and

prq P q
Hk'js2”*"Hk'ij'j, forall p,geZ. .
=l Jj=1 j=1

Hence, for every (kp) e R, we can find (k'p)e R,

as in lemma 1.1, such that Nkp(p)SNk,p(p),
P

p>0 and the sequence N,=1, N, :Hk'j ,

J=1

p € Z, satisfies (M.2) if M, does.

Mech. Eng. Sci. J., 31 (1-2), 91-97 (2013)
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From now on, we always assume that M,

satisfies (M.1), (M.2) and (M.3). It is said that
P(&)=2. .c,&", EeR’, s an ultrapolynomial

of the class (M p) , resp. {M p} , whenever the coef-

ficients ¢, satisfy the estimate |ca|SCL‘“‘/ M,,

aeN? forsome L>0 and C >0, resp. for every
L>0 and some C, >0. The corresponding opera-

tor P(D) = zaew ¢, D” is an ultradifferential ope-

rator of the class (Mp) , resp. {Mp} and they act

continuously on E(M”)(U ) D(M")(U ), resp.
E{M"}(U ) and pe! (U) and the corresponding

spaces of ultradistributions.
We denote by S, """(Rd ) , m>0, the space

of all smooth functions ¢ which satisfy

|m\a\+\ﬂ\< x >‘D"Dﬂ(0(x)|2 dx| <o
MM,

O-m,2 (¢) =

a.peN’ pi ‘

supplied with the topology induced by the norm

o,.,- The spaces S( /) and S'{M"} of tempered
ultradistributions of Beurling and Roumieu type
respectively, are defined as the strong duals of the
spaces

st) = lim proj S, m(Rd)

m-—o0

and

i) =limind S, (Rd)
m—0

respectively. In [2] (see also [17]) it is proved that

the sequence of norms o m>0, is equivalent

m,2

, m>0, where

m Do () M)
M

[24

el = sup
aeN?

If we denote by S (R" ) the space of all infi-

nitely differentiable functions on R for which the
norm ||||m is finite (obviously it is a Banach space),

then

st) =lim proj S*" m(Rd)

m-—0

Mauw. unoc. nayu. ciuc., 31 (1-2), 91-97 (2013)

and

st }—hmzndS ""(Rd)

m—0
Also, for m, > m,, the inclusion

SMpm (Rd) — S (Rd)

is a compact mapping. So, S is a (FS)-space in
(Mp) case, resp. a (DFS)-space in the {Mp} case.

Moreover, they are nuclear spaces. In [2] (see also
[19])) it is proved that

s~ im proj ™
s (’p)’(sq)
( 1)’( l)
where

S )={¢eC°O(Rd)|”¢" <°°}

and
D“(D(x)eN"” (1)
"(p”r (s,) = SUP el =
(p)( q) aeN? Ma o’y

Also, the Fourier transform is a topological
automorphism of S” and of S" .

As in [19], we define D, (Rd) by

(m

DL%”)( )—hmprOJD (Rd) resp.

o[ () =timipa Y (),

where Dﬁf"h (Rd ) is the (B)-space of all
' h\a\ D? o| .
peC” (Rd) for which the norm sup " L
aeN?

a

is finite. Dgiw /) is a (F)-space. Also, define

[)iiu g (R") as the space of all C” (Rd) functions

such that, for every (t/.)eiR, the norm

HD“ H

||(0||(,v) = is finite, where we denote

lo .
Htj by T, . The space Dif"} (Rd) is complete

Jj=1

l.c.s. because liif”} (Rd)z lim proj Dji”(t )(Rd),
(tj) N

where ﬁzf”(ﬁ)(Rd) is the (B)-space of all

peC” (Rd) for which the norm ||¢||(tv) is finite. In
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[19] it is proved that Diiw"} (Rd): Dif”} (Rd) as
sets and the former has a stronger topology than

(7, )

the latter. Denote by B/, resp. B the com-

(M”), resp. D{M”}, n D(M”)

b

pletion of D resp.

bif"} Then, B(M”) is a (F)-space. Also S(M”),

resp. S ) , is continuously injected into B ,
resp. B {M”}. The strong dual of B(M”) , resp.
B {M"}, will be denoted by D'(LIIM”), resp. ﬁ'{L]l”p} ‘

They are continuously injected into § ) , Tesp.

S'{M”} , and hence into D'(M”) , Tesp. D'{M”} . Ul-
tradifferential operators of class (Mp), resp.

(u,) v, |

{Mp}, act continuously on B, resp. B ,

and on D'(LJIM”) , Tesp. l~)'{L]lM"} . For the further prop-

erties of these spaces we refer to [19].

3. LAPLACE TRANSFORM IN SPACES
OF ULTRADISTRIBUTIONS

The Laplace transform of distributions was
defined and studied by Schwartz [23]. Later, Car-
michael and Pilipovic in [1] (see also [2]), consid-

ered the Laplace transform in X', of Beurling-

Gevrey tempered ultradistributions and obtained
some results concerning the so-called tempered
convolution. In particular, they gave a characteri-
zation of the space of Laplace transforms of ele-

ments from X', supported by an acute closed cone

in RY. Komatsu has given a great contribution to
the investigations of the Laplace transform in ul-
tradistribution and hyperfunction spaces consider-
ing them over appropriate domains, see [11] and
references therein (see also [27]). Michalik in [13]
and Lee and Kim in [12] have adapted the space of
ultradistribution and Fourier hyperfunctions to the
definition of the Laplace transform, following
ideas of Komatsu.

Here we give the two main theorems of [21]
concerning the Laplace transform of ultradistribu-
tions. There, the theory is developed within the
space of already constructed ultradistributions of
Beurling and Roumieu type. The ideas in the
proofs of these theorems (theorem 2.1 and theorem
2.2) are similar to those in [26] in the case of
Schwartz distributions. These theorems character-

ize ultradistributions defined on the whole R
through the estimates of their Laplace transforms.

For a set B < R denote by chB the con-
vex hull of B.

Theorem 3.1. [21] Let B be a connected
open set in Rg and T € D" (Rg) be such that, for
all £ € B, efng(x) esS"” (Rf ) Then the Fourier

transform F,_,, (eing (x)) is an analytic function

of £ =E+in for E€chB, neR’. Further-
more, it satisfies the following estimates: for every
K cc chB there exist k>0 and C >0, resp.

for every k>0 there exists C >0, such that
F_, (e‘ng(x)Xf + in} < ceMlin), VéeKk,
vVneR.

If, for Se D" (Rg ), the conditions of the
(e’fo (x)) the

Laplace transform of S and denote it by L(S )

theorem are fulfilled, we call F

x—n

Theorem 3.2. [21] Let B be a connected

open set in Rg and f an analytic function on
B+ iR: . Let f satisfies the condition:

For every compact subset K of B there exist
C>0 and k>0, resp. for every k>0 there

exists C>0, such that |f(§ + inl < CeM(k‘”D,
VéeK, VneR’.

Then, there exists S € D" (Rg) such that
e S(x)e S (R?), forall & chB and

L(f)(&+in)=F., (e T (x))(&+in)=f(5+
£eB, nekR’.

4. CONVOLUTION
OF ULTRADISTRIBUTIONS

The existence of convolution of distributions
was considered by Schwartz [22], [23] and later by
many authors in various directions (see also [4],
[5], [6] and 15]. In [22], it is proved that if
S.TeD'(R')
(S®T)* D', (R**) for every ¢ e D(R')

are two distributions such that

Mech. Eng. Sci. J., 31 (1-2), 91-97 (2013)
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(where ¢* (x, y) = (p(x + y)) then the convolu-
tions S *T can always be defined as an element of
D' (R d ) Later on, Shiraishi in [24] proved that
this condition is equivalent to the condition that for

every (peD(R"), ((p*f)TeD'Ll(Rd). Many

authors gave alternative definitions of convolution
of two distributions and were proved that are
equivalent to the Schwartz's definition (see, for
example, [3]-[6], [14]-[16], [24], [25]). These re-
sults are more than forty years old and fairly well-
known facts. Here we will give a review to the
theory for existence of convolution of ultradistribu-
tions, which was rather recently developed.

The Beurling case was considered by Pilipo-
vic [18] and Kaminski, Kovacevic and Pilipovic in

[7] (see also [2]). The key component in the Beur-
ling case is the fact that B(M”

is a (F)—s§)ace. In
fact, it is proved that the bidual of B(M” is iso-
morphic to Dg["), ie. (D'(L]:/["))b and Dif”) are

isomorphic l.c.s. Equip Dif”) with the topology of

compact convergence (from the duality
<D'84”),D£f")>) and denote it by ng’; ) . One

actually proves that B(M”)

is complete distin-
guished (F)-space and hence D'(L/:l”) is barrelled
and bornological. The topology of compact con-
vergence on Dif” is the same as the topology of
compact convex circled convergence (from the

duality <D'(L]:/[”),D£f”)>). That is the reason for
the index c¢. The inclusions Dﬁff’; ) —> F (vr,) and

DSK’”) - Diil’; ) are continuous. One proves that

the bounded sets of Dif”) and of Diilz ) are the
same. Moreover, the induced topology by D(M'i )

L” ¢
on a bounded subset of Diili ) is the same as the

induced one by FE ) . Also, D(M”) is dense in

DSK’; ) and the dual of D(M”)

- 18 algebraically iso-
morphic to D'(L/:l”) . Because of this, if S,7T e D'(M")
are such that, for every @e€ D(M")(Rd ),
(S T ) = D'(lew”) (RM ) , then the convolution

of S and T can be defined by

Mauw. unoc. nayu. ciuc., 31 (1-2), 91-97 (2013)

<S *T’¢>:D'(‘Y”)<(S ® T)¢A>D(Mp] 5

¥ ¢

where 1 is the constant function which is always
equal to 1. Moreover, one actually proves that the

mapping @ (S ®T) o,
" (r?)— D) (r2),

is continuous and hence, S *7T is well defined ul-
tradistribution. In [7], the following important
theorem which gives the equivalence between this
definition and the analogous form of the Shiraishi's
definition, is proven (for its proof, we refer to [7]).

Theorem 4.1. [7] Let S,T € D' The fol-
lowing statements are equivalent.

i) the convolution of S and T exists;
ii) for all
peD"(R), (p*5)T D" (RY)
and the convolution of S and T is given by
(5*T.0)=((¢*S)T.1);
iii) for all
XS D(M")(R ) (@*T)S € D'(L]:/[”) (Rd)
and the convolution of S and T is given by
(5*T,0)=((9*7)S.1);
iv) for all
VRVES D(M”)(Rd), ((/7*5) (1//*T)e Ll(Rd).

The Roumieu case was considered by S.
Pilipovic and B. Prangoski in [20]. Here we give a
brief survey of the results obtained there, for the
compleat treatment of the problem (and the proofs
of the results presented here) we refer to [20].

To be?gin}, we define an alternative l.c. topol-

M,
P

ogy on D such that its dual is algebraically

isomorphic to 5'{;:4”} (c.f. [16] for the case of

Schwartz distributions). Let geC, (Rd) (the
space of all continuous functions that vanish at
infinity) and (tj) € R . The seminorms

I OGO R
Pogy) () =supsup == 0=, pe D,



96 B, Prangoski

and this space

generate l.c. topology on ﬁif”}

~
~

with this topology is denoted by D{M"}. Note that

I

the inclusions Eif"} - EL{Z”} and

are continuous. Denote by (ﬁif”})' the strong

dual of D",

Proposition 4.1. [20] The sets 5'{::4"} and

(ﬁif”})' are equal and the inclusion
= {Mp } \ N! {Mp }
(D p —>D K

1S continuous.

Lemma 4.1 ([20]) Let 5,7 e D"} (R7)
are such that, for every

peD" (R, (S®T)p" e D' (R*).
Then F:D{M”}(Rd)a(lz)if”})'(R”) defined

by F ((p) = (S T )(pA is linear and continuous.

Definition 4.1 Let S,7 e D" (R*) be
such that for every

peD"I(R?), (S®T)p" e D' (R*).
Define the convolution of S and T,

s*1e D™ (r),
by

S * z QD)= 7- M S ®j (DA 1 = (M 5
D' ' D'
< 2 > [ | p}J <( ) > > {wp} ?

(leﬁiil”}).

One proves that S *7T e D'{M”}(Rd) is well
defined element of D'{M”} .

For every a>0, define the space

BiMp} _ {(p c §{M,;} (de ) |suppe < Aa} where

A, = {(x,y)e R* ||x+y| < a}. With the semi-

norms ||¢||(tv) (now over R*%), BjM”} becomes a

l.c.s. Define the space BiM”}zlimindBiM”},

a—»o

iM”}

where the inductive limit is strict; B is a lL.c.s.

because we have a continuous inclusion
Bi o) - FE v, ) . One verifies that the inclusion

(BiM”} )—) D'{M”} (de) is continuous ((BiM”} ) is
the strong dual of B AM” ). Now, we can give the

theorem which proofs the equivalence between the
analogous forms of Schwartz' and Shiraishi's defi-
nitions of convolution.

Theorem 4.2. [20] Let S,T < D" (R*).
The following statements are equivalent:

i) the convolution of S and T exists;

i) S®T e(BiMP})';
iii for all p e D"} (R),

lp*s)re D" (r)
and for every compact subset K of R“,
(0. 2) ((0*S)r. ).
DY < BMI(RY) > C,
is a continuous bilinear mapping;
iv) for all
peD"I(RY)), (p*T)s e D' (RY)
and for every compact subset K of R,

(0.2) (*T)s. 7).

DY < BMI(RY) > C.
is a continuous bilinear mapping;
v) for all

p.w D" (R") (p*S)y*T)e '(R")

The proof heavily relies on the topological
properties of the & tensor product

B (Rd)gg{Mp} ().
In fact, in order to prove the theorem, the au-
thors studied the properties and the relation be-

tween the & tensor product of E{M”}(Rd) with a
complete l.c.s. £ and the space of vector valued

ultradifferentiable functions B {M"}(R i.F )

Mech. Eng. Sci. J., 31 (1-2), 91-97 (2013)
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A b s tra c t: Fault detection techniques for mechanical structures and their application are becoming more
important in recent years in the field of structure health monitoring. The intention of this paper is to present available
state of the art methods that could be implemented in mechanical structures. Global based methods that contribute on
detection, isolation and analysis of fault from changes in vibration characteristics of the structure are presented.
Techniques are based on the idea that modal frequencies, mode shapes and modal damping as model properties of the
structure can be determine as function of physical properties. In addition, if a fault appears in mechanical structure,
this can be recognized as changes in the physical properties, which leads to cause changes in the modal properties of
the structure.

Key words: fault detection; vibration analysis; vibration-based damage detection

TEXHUKHN HA JETEKIIUJATA HA TPEHIKA BO MEXAHUYKUTE CTPYKTYPU
BA3BUPAHU HA AHAJIN3A HA BUBPAITUUTE

A mncTpak 1: TeXHUKHTE Ha JETEKLHMjaTa HA IPEIIKH BO MEXaHWYKHM CTPYKTYPH M HHBHA NPUMEHA BO
MOCJIEAHUTE TOJMHHM CTaHyBaaT c¢ MOBAXHM BO 00lacTa Ha MOHHTOPHUHTOT Ha COCTOj0AaTa Ha KOHCTPYKLHHUTE.
Hamepara Ha 0BOj TpyZ € Jia ce NPE3CHTUPAaT COBPEMEHH METOAM KOM MOJXKAT Jia ce NMPUMEHAT Kaj MEXaHWYKUTE
CTPYKTYpH. Bo TpynoT ce mpukakaHn MeToauTe 0a3upaHu Ha TI00aHOTO OJHECYBame KOU MPHIOHECYBaaT 3a
JIeTeKNKja, N30JIalHja ¥ aHaIn3a Ha TPEIIKU ITopaIy IPOMEHa Ha BUOPO-JUHAMUYKUTE KapaKTEPUCTHKU Ha CTPYKTY-
pure. OBHe TEXHUKH ce 0a3mpaar Ha HMIejaTa AeKa CBOjCTBaTa HAa MOJENOT Kako IITO ce (peKBEeHIMja, MOJOT Ha
OCIIJIAIMUY TIPUTTIIYBabe Ha CTPYKTYpaTa MOXKaT Ja OMmaT AeTepMUHUPAHU Kako (QyHKIMja 0f GH3HIKUTE CBOjCT-
Ba. JlOTIOITHUTENHO, TOKOJIKY HAacTaHe TPeIIka BO MEXaHNIKaTa CTPYKTypa, Taa MoJa ce Mpero3Hae Kako MPOMEHHU BO
(bu3NUKHUTE CBOjCTBA KO MPEIN3BUKYBAaT IPOMEHU BO KAPAKTEPUCTHKUTE HA MOJIENIOT Ha CTaTa Taa CTPYKTypaTa.

Kayunu 300paosu: ISTCKIIMja Ha TPEIIKA; aHATN3a Ha BUOpAIMK; ACTEKIUja Ha Te(EKT MPEeKy BUOpAIH

1. INTRODUCTION

Detection, diagnostic and identification of
faults in mechanical systems and structures aresig-
nificant and unavoidable in today modern technol-
ogy. Permanent needs of excellent efficiency and
better quality of products or integration of auto-
matic control systems in more and more sophisti-
cated and high costs processes, during the last dec-
ades makes faults detection and identification

(FDI) to be very popular theoretical and experi-
mental research area [1]. A lot of methods and ap-
proaches were proposed by researchers and the
purpose of this paper will be to cover commonly-
practiced methods as inevitable part with signifi-
cant impact in this research field.

Modern and advance technologies, processes
or systems cannot be vulnerable to faults and to
guaranty fault free operations. Therefore monitor-
ing systems are develop and used to detect, locate
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faults and determinate their size. Subsequently to
FDI methods presentation, it is important to define,
introduce basics notions and terms. A fault in a
dynamical system is deviation of the system struc-
ture or the system parameters from the nominal
situation [2] or as an unpermitted deviation of at
least one characteristic property or parameter of
the system from the acceptable, usual or standard
condition [3]. A fault is to be understood as an un-
expected change of system function, although it
may not represent physical failure or breakdown
[5]. Faults may lead to degraded performance, mal-
functions or failures. Different from fault the con-
sequences of a failure are usually more serious,
such as a permanent interruption of a system's abil-
ity to perform a required function under specified
operating conditions, or malfunctions as in-
termittent irregularity in the fulfillment of a sys-
tem's desired function [1, 3]. When comes to
sources of faults, structure can be disturbed from
the environment and change its parameters. In
mechatronic system and smart structures, faults
can also appear from failures in equipment, sensors
and actuators or from controller malfunctions (Fig.

1) [7].

B Feedback
controller Pr
rocess
disturbance Sensor
C Il fail
“ontroller Solierss
malfunction
Dvnamic ;
u | Actuator - .pl'ln[ Sensors y R
f ;
Actuator Structure
failures failures

'} Diagnostic system ——»

Fig 1. A general diagnostic framework

Undamaged and damaged components at the
beginnings were investigated by measuring their
properties and used correlating numerical models.
In 70’s and 80’s the oil industry was attractive for
researcher to examine the detection of faults be-
cause of adverse operating environments and off-
shore platforms problems. Investigation were about
failing of drilling equipment, oil pumps and impact
of wave motion or increasing on board marines.
FDI methods are different and are based on the
type of exploit measured data, and/or the technique
used to identify the damage from the measured
data.Applications for analysis of damage were

through frequencies changes approach; inspect
changes in resonant frequencies or monitoring of
ambient vibration response by accelerometers; us-
age of finite element analysis (FEA) to examine
the effects of different parameters or implementa-
tion of statistical methods. In coming years focus
for theoretical work and experimental techniques
of FDI methods was about beams, plates, frames,
bridges and other mechanical, civil and aerospace
structures and structures made from different mate-
rials, including the composites.All of this are in-
vestigated by methods based on natural frequen-
cies, frequency response functions (FRFs), mode
shapes, mode shape and FRF curvatures, auto-re-
gressive moving average (ARMA) family models,
dynamic flexibility, modal strain energy, time-fre-
quency analysis, principal component analysis
(PCA) and singular value decomposition (SVD),
neural networks and others.This paper is limited to
global based methods that are used to infer damage
from changes in vibration characteristics of the
structure and some of the most prominent works
are described in more details.

2. BASIC CONCEPT OF FAULT DETECTION
TECHNIQUES

The framework for detection and diagnostic
faults in mechanical systems and structures is con-
sists of few steps. First one is fault detection as
binary decision, to determinate that everything is
0.k, or something has gone wrong. The second
tasks is determination of the fault location know as
fault isolation step follow by fault identification
step which aims for estimation of the size, type and
nature of the fault [3, 4, 5 and 6]. All these steps as
tasks are implemented in monitoring fault diagno-
sis system and depending on its performance can
be called: for fault detection — FD system, for fault
detection and isolation — FDI system or for fault
detection, isolation and analysis — FDIA system
[4].

The field of FDI is very broad and this paper
covers just FDI techniques and methods that are
related for faults form changes in vibration char-
acteristics of the mechanical structure. Model
properties of the structure as modal frequencies,
mode shapes and modal damping can be determine
as function of physical properties (material, ge-
ometry characteristics). In addition, if a fault ap-
pears in mechanical structure, this can be recog-
nized as changes in the physical properties, which
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leads to cause changes in the modal properties of
the structure. For example, reduction in stiffness
induced by crack or disconnection will cause evi-
dent changes in these modal properties. In case
where this relation can be model by linear equa-
tion, effects of faults on a structure can be classi-
fied as linear otherwise as non-linear. For example,
opening and closing on crack situated on a beam
and depending on the manifestation and position of
the applied force, bending moment will induce
non-linearity case of FDI [11, 19]. This paper will
not cover FDI methods and techniques in non-lin-
ear conditions.

Two major classification groups of fault de-
tection and identification approaches are: local and
global methods. When structure is under certain
applied excitation, structural response measure-
ments in case of using local methods are obtained
from small localized area of the structure. Ultra-
sonic waves, eddy cur-rents, thermal field and
acoustic emission are examples that contribute in
local FDI. The methods that are most often used
for the design of FDI systems are guided waves,
those based on FBG sensors (strain, temperature
measurements and ultrasound sensing), vibrother-
mography and electromechanical impedance [8].
All of this methods have limitation because of the
localization i.e. can detect fault on or close to the
surface of the structure, hence these limitations are
overcome by global based methods which can be
used on more complex structures by considering
the global effects of fault. However, global-based
approaches are only sensitive to significant struc-
tural damage, and it can be argued that damage is a
localized process that takes place at structural
components. As a result, local-based damage de-
tection techniques seek to identify component-
level structural damage (e.g. cracks in welded con-
nections and corrosion) before it adversely affects
the overall structural performance [9].

Global-based methods can be differentiated as
signal or model based methods. After excitation on
the mechanical structures, relationship between
measured responses and potential faults are subject
of signal based methods. General used methods are
Fourier analysis, wavelet analysis, Wigner-Ville
analysis and diagnostic parameter analysis. They
are commonly applied in rotating and reciprocating
machinery diagnostics for fault detection, but for
localization and damage assessment need addi-
tional information [8]. Model based fault detection
techniques opposite to signal based, allow better
and deeper understanding of the structure behav-
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iors. Parameters or outputs of undamaged and
damaged structure models are compared and if
there is a difference (residues), this can be related
to given faults. Hence, the fundamentals of modal
based FDI relies on redundancy which means, ac-
quired signals are compared and advance evalua-
tion can identify, locate an existing faults in com-
ponent, structure or a system [10]. Figure 2 depicts
the general structure of model-based approaches

[3].

Faults Faults Faults
A S A0
Input ; i i Output
up)y — * : ()

Actuators—» PLANT || Sensors

Plant
model

i
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generator Residuals
oo - M)
Residual
evaluation

Fault alarm
Fig. 2. Model-based fault detection

In general, a model based FDI system consists
of two modules: residual generator and residual
evaluator, as shown in Figure 2. The residual gen-
erator uses system measurements as input to gen-
erate residuals as fault symptoms. Then, these re-
siduals are sent to the residual evaluator to make
diagnosis decisions. Residuals for better and effec-
tive FDI system should be designed robust to dis-
turbances, noise and other uncertainties, while re-
maining sensitive to faults. Therefore, an ideal re-
sidual should follow:

=0 as fi)=0
HD#0 as fiH)#0 (1)

where, f{(¢) represents a fault and 7() represents the
residual designed for the detection of that fault.
Equation (1) indicates that »(¢) should be zero
when the fault f{#) does not occur, and be nonzero
otherwise. In model-based approach, focus is re-
sidual generation and techniques that have been
proposed in literature for this residual generation

and
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are. parity space, observer-based and parameter
estimation approach. The most intuitive fault de-
tection method is parity relations through directly
check of the consistency between the model and
measured system outputs. Computational efforts
are relatively small, simple in implementation and
consideration of a priori model parameters. The
basic idea behind the observer or filter based tech-
niques is to estimate the outputs of the system from
the measurements by using either Luenberger ob-
servers in a deterministic setting or Kalman filters
in a noisy environment [3, 5]. Errors between esti-
mated and measured outputs are used as residual.
Parameter estimation techniques are based on idea
for repeatedly online estimation of actual model
parameters and analyzing the changes from the
parameters of the reference model. In this case can
be assumed that faults affect the outputs through
the system parameters and any discrepancy can
indicate that a fault may have occurred [3, 5]. Ac-
curate model of the system is necessity for parity
relations and the observer-based methods. Pa-
rameters of a structure, system model for some
reason may continuously vary in certain ranges or
they are not known exactly enough and in this
situation above two methods cannot handle this
problem and parameter estimation is mandatory.

3. FAULT DETECTION METHODS

3.1. Frequency changes

Change in natural frequencies is a classic
method in FDI because of the easy determinations,
hight accuracy and sensibility to all kind of faults
in structures [11]. When a fault happens in a me-
chanical structure, natural frequencies of the sys-
tem are consequently decreasing because of stiff-
ness reduction. A quite huge number of researchers
used this method via practicing classical vibra-
tional measurement techniques through experi-
mental methods to determinate the resonant fre-
quencies.The first significant effort in this area was
conducted on off-shore oil platforms in the late 70s
but analytical models failed in simple practical im-
plementations. Reasons were environmental limita-
tion and difficulties in distinguishing of changes in
vibration caused by induced damage or shifts in the
dynamics due to marine growth.

Determination offault which is present in the
structure as forward problem of this issue is con-
sists of define the natural frequency changes of a
given structure based on fault location and sever-

ity, usually through mathematically modelling of
the fault. Silva and Gomes [12] proposed a method
which uses the knowledge of the changes in the
values of the experimental natural frequencies in
order to predict the location and depth of an “un-
known’ crack on beam. The technique involvesan
analytical model for the frequency shifts as a func-
tion of crack length and position. At least, the use
of more than two natural frequencies led to more
accurate results by minimizing the value

1L (a’ﬁ)e_(“’ﬁ)p

R= =) |—F——"| - )

2

where R is auxiliary variable, n number of modes
of vibration, w; natural frequency (mode i) of an
untracked beam, w; natural frequency (mode i) of
a cracked beam, (w;). expected value of wy, (wy),
predicted value of wy.

The inverse problem of FDI methods by using
frequency changes and natural frequency meas-
urements is concerns to determination of fault lo-
cation and/or size of a given structure. Method
which estimates the ratio of frequency shifts for
various vibration modes was proposed by Hearn
and Testa [13]. By assumption that the damage
does not change the mass matrix [M] and neglect-
ing second-order terms in the formulation they
showed that the change in the i" natural frequency
can be approximated by

pot < B@) 8 (5(@) g

‘ o Mo,

1

where ¢; defines the /™ mode shape vector, ex(¢)
the element deformation vector computed from the
mode shapes and Ak, is the change in the matrix
stiffness due to the presence of damage. Hearn and
Testa also established that the ratio of the changes
in two natural frequencies Ao)l-z/Acojz for two modes
i and j is independent on the damage severity and
so a function of the crack position only.

3.2. Mode shape changes

To provide information about fault location,
as a result of damage sensitivity mode shape can
be used especially when are considered higher
ones. Modal Assurance Criterion (MAC) is the
earliest analysis using mode shape to compare
measured or damaged modes, with undamaged or
numerical ones. Fault in mechanical structure can
affect as changes in the mode shapes which con-
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tingent on both the severity and the location of the
damage. The spatial description of the amplitude of
each resonance may be used as a fault indicator
and magnitude change seen from spatial descrip-
tion with respect to each mode may vary from one
to another as a result of the fault (crack) loca-
tion.The MAC as the most common way of dem-
onstrate a correlation between experimental and
analytical models [14], isdefined:

(0" 10"),)
(o} t0"},) (0"} H0"Y))

where {¢'}; is the modal vector of the intact struc-
ture’s i" mode, {¢”}; is the ;" modal vector of the
structure after damage. MAC is a scale quantity
ranging from 0 to 1, representing that the degree of
correlation between two sets of modal vectors is
uncorrelated at all or perfectly correlated respec-
tively. Thus, the reduction of a MAC value may be
an indication of damage. The method is based on
the assumption that changes in modal vectors at the
degrees of freedom near the damage are relatively
larger than others located far from the damage.
Modal Assurance Criterion uses only one pair of
modes for fault localisation, hence as an extension
of MAC is the coordinate modal assurance crite-
rion (COMAC) which attempts to identify which
measurement degrees-of-freedom contribute nega-
tively to a low value of MAC [14].

2
[z@;@;fj
r=1

[ go;rqo;rj [zqo;,qo;rj
r=1 r=1

where ¢, and ¢ are modal component of the 7"

mode shape at location i for the two paired mode
shapes respectively and m is the number of the
measured modes. The location where a COMAC
value is close to zero is the possible damage loca-
tion. Another form of the MAC is the partial MAC
(PMAC), which correlates parts of modal vectors
and allows easy comparison of the selected parts.
Ko et al. [15] proposed a combination of MAC and
COMAC and sensitivity analysis to detect damage
in steel framed structures.

MAC(, j)= , (4

COMAC(i) = G

3.3. Mode shape curvature

Direct relationship between curvature and
bending strain can be used in order to obtain in-
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formation about sources of vibration changes,
therefore as alternative of mode shapes is using
mode shape derivatives, such us curvature. Flex-
ural rigidity of beam cross-sections is related to
curvature mode shapes, and at a point curvature is
given by:

n=M/EJ, (6)

where, M is the bending moment at a section, E is
the Young's modulus (modulus of elasticity) and J
is the second moment of the cross-sectional area.

If fault is introduced in a structure, magnitude
of curvature is increases by reduction in the value
of flexural rigidity (defined as EI) at the cracked
section or in the damaged region. Typically, the
changes in the curvature are local and therefore can
be used to detect and locate a crack or damage in
the structure. Among the first who proposed the
curvature mode shape as method for FDI was
Pandey et al. [16, 17].

3.4. Methods using dynamic flexibility

FDI methods can use the dynamically meas-
ured flexibility matrix for estimation of changes in
the static behaviour of the structure. The flexibility
matrix is defined as the inverse of the stiffness ma-
trix and, therefore, relates the applied static force
to the resulting structural displacement:

{uj =[G] {F}, (7

where, {u} represents static displacement vector,
[G] is flexibility matrix and {F} is static force
loading vector. Each column of the flexibility ma-
trix represents the displacement pattern associated
with a unit force applied at the associated degrees
of freedom.

The expression of the flexibility matrix can be
approximating by only keeping the first few modes
of the structure [18]:

[G]=[p] [A]" [o]", ®)

where [A] and [¢] represent the measured eigen-
value and mass-normalized eigenvector matrices,
respectively. FDI approaches based on usage of
dynamic flexibility identified faults in mechanical
structures by comparison of the flexibility matrices
of the structure in the undamaged (which may be
obtained using a finite element model) and dam-
aged states. Due to the inverse relation to the
square of the modal frequencies, the dynamic
flexibility matrix is very sensitive to changes in the
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lower order modes, while the stiffness matrix is
more sensitive to higher order modes.

4. CONCLUSION

Referred works and authors in this paper pre-
sents only a small segment of the published works
available on the topic. Other works are excluded
because of different approaches that were not cov-
ered in this paper. For example, methods based on
the modification of structural model matrices such
as mass, stiffness and damping; neural network
approaches; statistical methods; methods covering
nonlinearity and other hybrid methods and appli-
cations. Today, a lot of techniques stand for detec-
tion and identification of faults, but there is no
general procedure that can be recognized as reso-
lution of all kinds of problems in all kinds of struc-
tures. Regard of the techniques variety and their
particular advantages and disadvantages, all of
them tends to have fault related sensitivities. Faults
can be detected, recognized only above a certain
size, i.e. techniques with less sensitive may lead to
fault negative or very sensitive techniques may
produce fault positive.

Methods and techniques for fast estimation
for not very small faults in mechanical structures
are initially based on linear approaches. Change in
frequency for detection faults appears to be more
practical in engineering applications, but it should
be noted that frequency shifts have practical limi-
tations. Low sensitivity of change in frequency
from faults requires very accurate measurements
usually in controlled environment, otherwise is
case of large levels of structural damage. As dam-
age indicators, using methods based on mode
shapes, modal assurance criterion have disadvan-
tage related to capability of estimation a detailed
mode shape. This implies that number of meas-
urements at each of the points of the structures and
the duration of each measurement is vital in de-
mand of detailed mode shape, including the un-
certainties at the boundaries conditions that may
drastically affect the methods.

Broad majority of the literature are based on
laboratory tests and mathematical modeling which
are useful in terms of testing proposed fault detec-
tion techniques but cannot replicate the environ-
mental effects to which real mechanical structures
are exposed to. Environmental effects as issue for
filtering from measured data used in FDI tech-
niques have not yet been tackled comprehensively

in the literature. Beside this, remaining lifetime
estimation and quantification of damage belong to
issues that are particularly important and most dif-
ficult to deal with. This can be specified as chal-
lenge for research community to face the fault con-
sequences as the last step in FDI methodology, by
obtaining knowledge about the actual safety of the
structure at certain fault stage.
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A bstract: The increase in traffic safety and the design of safer roads includes installation of restrain sys-
tems on separate road segments as part of the highway infrastructure for withholding the vehicle back on the road.
The existing European normative EN1317 is the framework for the guardrail design. The regulative is determining
for example both the maximum deceleration in the passenger compartment considering the vehicle and the maximum
guardrail deflection for specific type of impact, given in the test matrix. If all of the parameters are within the pre-
scribed range and if other obligations are fulfilled the guardrail can be safe for use. In other words the guardrails are
designed to absorb the energy coming from the vehicle motion safely lowering the velocity through desired vehicle
path. The aim of this paper is with numerical simulation to find the crashworthiness of a vehicle to guardrail impact.

Key words: accident severity; test dummy; guardrail; acceleration parameters

AHAJIM3A HA TOJIEMUHATA HA COOBPAKAJHA HECPEKA,
CIIOPEJ] CTAHJAPJOT EN1317 CO IOMOIII HA METOJOT HA KOHEYHHU EJIEMEHTH

AmcTpak 1: 3roremMmyBamero Ha 6e30eHocTa BO c000pakajoT BKIyKyBa mo0e30eJHH MaTHIITa U OCTaBY-
Bamkbe Ha CHCTEMHM 3a 3allTUTa O] U3JICTyBame Ha BO3WJIATA Ha OJJIEIHHU AENOBH oX maroT. IlocTojHara eBpoIrcka
Hopma EN1317 ja compsku pamkaTa 3a KOHCTpyKIHja Ha nmatHuTe o0ojHuIy. OBaa perynaTuBaTa BO TECT MaTpHIA
T'M HaBe[yBa MAaKCHMAaJHOTO 3a0aByBarme BHATPE BO BO3MIIOTO M MaKCHMaHaTa Jedopmaryja Ha 0100jHUKOT BO CIIy-
4aj Ha yaap. AKO CHTe IapaMeTpH Ce BO IPOIHIIAHNUTE TPAHHUIH U aKO APYTUTE OOBPCKU Ce UCIIONHETH, OX00jHUKOT
e 6e36exneH 3a ynotpeba. Co mpyru 300poBH, 0100JHUKOT € KOHCTPYHpAH Jia ja npudari eHeprujara Kojamro goara
CO JIBIKEEHETO HAa BO3UIIOTO, Oe30e1H0 HaMallyBajKu ja HeroBata Op3uHa MpeKy ImocakyBaHa Tpaekropuja. Llenrta Ha
OBOj TPYZA € NMpPEeKy HyMEpH4KH CHMYJALMK 1ia C€ ONpPEAeNIM CEpPHO3HOCTAa Ha HecpeKkaTa IpU yAap Ha BO3HJIO BO

000jHUK 32 3aLITUTA O H3JICTYBabE.

Kayunu 360poBu: rojieMiHa Ha Hecpeka; KyKJia 3a HCIUTYBambe; 000jJHHIK; HapaMeTpPH 3a OJpe/yBambe Ha

Hecpekara

1. INTRODUCTION

1. Accident severity parameters

The accident crashworthiness or the passen-
ger injury severity level is determined by the below
stated parameters. Any of these parameter higher
value means more serious injuries or fatal in the
worst case.

Acceleration Severity Index (ASI)

This parameter measures the severity of the
vehicle motion over a person seated in the prox-
imity of a chosen point during an impact. When
calculated the A4S/ values should be in a prescribed
boundaries [1].

o2 E]E]]
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where ax, ay, az are the threshold values of a

human body accelerations and ax, 5 , az are the

accelerations of a vehicle selected point, averaged
over a time interval of 50 ms. The generally used
limit accelerations for passengers using safety belts
areax=12g,ay=9g,az=10 g[2].

Theoretical Head Impact Velocity (THIV)

This factor shows the impact velocity of a
freely moving object impacting the vehicle interior
surface. It is calculated with the ground and the
vehicle reference averaged over time of the impact
duration. After the impact both the vehicle and the
theoretical head are considered to stay in contact
for the rest of the period.

THIV = V> (T) + V9 (T)

Post Impact Head Deceleration (PHD)

This is the maximum value of an averaged
longitudinal and transversal component accelera-
tions of a vehicle centre of gravity computed over

10ms.
PHD = max [x“cj +(y;j

2. FEM MODELS
2.1. Vehicle FEM model

For FEM vehicle model the Ford Taurus
(model year 2001) is chosen because its closeness
to the European mid-sized vehicle fleet. The model
was developed for general purposes so it needed
some modifications to address certain deficiencies
in the vehicle to barrier simulations. The model
had to undergo modifications for lowering the
simulation time and bringing the response closer to
the realistic [3]:

— Removing parts of less importance for the
vehicle behaviour.

— Adding element mass adequate to the re-
moved parts mass. The element mass was added at
the B-pillars because of the position of the centre
of gravity at the mid plane between the B-pillars.

— Fixing the free turning of the wheel with the
first contact to the guardrail and consequently the
change of the load path. During the research phase
it was seen from the crash test videos that the
wheel experience slight inclination after the en-
gagement during the oblique collision.

— Mass was added to the accelerometers to
damp the oscillation amplitude of high frequency
noise and getting more stable results.

Fig. 1. Simplified vehicle geometry model

2.2. Guardrail FEM model

The guardrail consists of twelve segments or
rails and thirteen support posts pressed in the
ground. For the rails connection eight pairs of fas-
tener sets are used, and for the rail to post connec-
tion one pair of fastener is used. For a more accu-
rate representation the guardrail model had to un-
dertake some adjustments like:

— The bolt to nut connection is modeled by
using bar connections, specifying the bar stiffness,
cross-section area and the mass density. This type
of connection gives us the possibility of defining
the pre-load force and is used as more direct ap-
proach instead of already known methods of tem-
perature difference or initial strain method. The
joining components, bolt and nut are modelled with
their standard dimensions except modelling the
threads which was found in the literature as non-
essential factor affecting the results. They are tied
together between connecting nodes, first as the centre
node of spider rigid body elements around the cir-
cumference at the end of the bolt head and the second
one as the centre node of spider rigid body elements
around the hole at the beginning of the nut [4].

— The soil is modelled as a solid cylinder
meshed with hexagonal elements, with a centre
hole trimmed with the projection nodes of the post.

— The friction on separate segments is defined
trough the static and dynamic coefficient of fric-
tion, one between the guardrails segments, other
between the post and the ground and the last be-
tween the vehicle and the guardrail elements.

— Guardrail end elements are connected by
dampers to rigid constrains. Dampers are used be-
cause they have the possibility to absorb energy,
corresponding to the deformation of the adjacent
rails.

— Local weakening around the fastener holes.
From the examination of the real crash can be con-
cluded that the bolt head is pulled out of the guard-
rail segment. These local deformation can be
achieved in the model by weaken elements around
the holes that will enable the fastener unbuckle,
shown as light elements on Fig. 2 [5].
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Fig. 2. Guardrail FEM model and segment to segment
connection

2.3. Crash test dummy FEM model

The crash test dummy corresponds to the 50"
percentile Hybrid III male dummy, 175 cm tall and
77 kg weight. All body parts are ellipsoidal, mod-
eled with hexagonal 3D solid elements required for
the used material definition. For connecting the
body parts constrained node sets between adjacent
parts were used. They are tied together between
connecting nodes, first as the centre node of spider
rigid body elements around the circumference at the
end of the connecting part and the second one as the
centre node of the connected part, Fig. 3. The two
connecting nodes are constrained in all the direction,
both translation and rotational, except the corre-
sponding rotations around the common axis. That
simulates the ankle joints between the parts. At the
head and the chest centre of gravity and at the
proximity of the seating point P three tri-axial ac-
celerometers were used. The most general method
for accelerometer use is the solid body rigid cube.
It is positioned at the centre of gravity and rigidly
connected to the related part. The body displace-
ment information can be taken from the local coor-
dinate system consisting of the accelerometer edge
nodes or in the global coordinate system. The head
acceleration is measured for determining the THIV
(acc. 1 shown on Fig. 3) and the P acceleration of a
seating person which is the centre of gravity of the
driver’s pelvis is used for calculating the ASI value
(acc. 3 shown on Fig. 3). For representation only
and not for the purpose of this study one acceler-
ometer is placed at the chest centre of gravity (acc.
2 shown on Fig. 3). For the body parts material,
low density foam was used with defined density,
modulus of elasticity and load curve for determin-
ing the material nominal stress versus strain rela-
tionship. This material was chosen because it is
closest to the human body characteristics as com-
pressible low density material. This dummy model
is simplified and not all parts of the human body
anatomy are modelled. Their damping is consid-
ered in the compression factor of the foam material
instead. It is also good to note that all the parts

Mauw. unoic.nayy. cnuc., 31 (1-2), 107-110 (2013)

were modelled as individual parts because their
individual freedom in the part behaviour.

Con-
strained

Fig. 3. Crash test dummy constrained nodes
and accelerometers location

3. RESULTS AND DISCUSSION

3.1. Acceleration diagram (vehicle centre
of gravity and dummy head acceleration)

The vehicle impact characteristics were de-
fined according to the test matrix given in the stan-
dard EN1317. The testing vehicle is a passenger
vehicle with total mass of 1500 kg, closing speed
of 110 km/h and an angle of impact to the restrain
system of 20 degrees, as the highest containment
level for this vehicle category. [2]

On the Fig. 4 presented above can be seen the
vehicle CoG and the dummy head acceleration
curve. The first milliseconds of the curve were
cropped because of initiating a head acceleration
peak from the sudden vehicle increase of velocity
at the start of the simulation. The acceleration cal-
culations start after the vehicle to driver bonding
and the driver motion together with the vehicle. In
the following some of the simulations tracing
points are described.

015 Vehicle-to-barrier impact
' Node Ids

04+ P f + | _ACoG
| B \ B Head

A

0.05

acdr

01

x-acceleration [mmis2] (E+6)

]
Y

224 L, 0, W W,
04 02 03 04 05 08
Time [s]
Fig. 4. Vehicle centre of gravity and crash test dummy head
accelerations
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The first contact of the vehicle to guardrail
starts at 0.01s. At 0.05 s the vehicle wheel comes
into contact with the guardrail post but no wheel
snagging occurs because the wheel slides outside
the post. The second vehicle to post interaction
occurs at 0.15 s when the direct impact separates
the post from the guardrail. At time of 0.27 s the
most severe accident severity happens and this is
time when the highest accelerations start. At this
time the guardrail deforms so that it gets the vehi-
cle front shape and together with the coming post
holds back the vehicle (Fig. 5). For the rest of the
time duration the guardrail segments separate and
the accelerations are decreasing.

Fig. 5. Vehicle deformation mode at time 0.27 s

3.2. Acceleration severity calculation
(ASI, THIV, PHD)

The ASI value is calculated using the driver
seating P-point or the pelvis acceleration curve for
all components of the vehicle velocity vector. After
finding the maximum values of the acceleration
component vectors or the acceleration component
peak value, 250 samples before and after this val-
ues were taken. The standard states 50 ms or in our
case for the sample time of 0.0001 samples/sec
gives total 500 samples for 50 ms. For the ASI and
PHD calculation numerical software MATLAB was
used. It is good to note that according to EN1317 the
impact severity level is graded with level A, B or C.

AST=7.6[/]

For calculating the THIV the vehicle has been
considered as the reference moving object. Local
coordinate system was placed at the vehicle centre
of gravity in the direction of the vehicle velocity
vector and was taken as a point where no deforma-
tion can reach. THIV has been calculated as the
theoretical head motion relative to vehicle or the

out of grading level

average of the head velocity in longitudinal and
transversal direction relative to the vehicle refer-
ence.

THIV = 8.87 km/h <33 km/h.

PHD is calculated as the component accelera-
tion of the vehicle centre of gravity averaged over
10 ms interval, same as the A4S/ calculation with
the difference that for 10ms average, 100 samples
were needed, 50 before and after the peak value as
stated in the standard EN1317. Also is assumed
that the head remains in contact with the vehicle
after the impact for the rest of the time period.

PHD=13.07¢g <20 g.

4. CONCLUSIONS

The background for choosing this research
was recognizing the advantages of the numerical
simulations beside the real crash tests. Properly
modelled and verified model can be adequate re-
placement of the actual tests. The models have to
be adapted for the required tests. Two main con-
clusions regarding this paper can be underlined.
The vehicle to guardrail FE model used can be ap-
propriate representative considering the above
stated modifications, and can be recommended for
future research.

For this guardrail installation can be said that
regarding the standard EN1317, the ASI parameter
is out of the grading level or is above the thresh-
olds values defined, meaning that the accelerations
in the passenger compartment are above the per-
mitted leading to possible higher injury factors.
The THIV and the PHD are in the permissible in-
terval values. If this was verified model by series
of crash tests and complete test matrix varying the
parameters and lowering the uncertainty contribu-
tors the drawbacks would be that the examined
guardrail is not safe for use for all highway sec-
tions and has to address certain modifications.
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